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Chapter 1

Introduction

The discovery of the cuprate superconductors in 1986 [1] triggered a tremendous effort to syn-

thesize new materials with higher transition temperatures and has led to Tc = 133 K in a

Hg–based compound [2]. The unusual normal and superconducting state properties of these

materials renewed the interest of physicists in strongly correlated electron systems. In this field

an intensive research had already begun after superconductivity in the ternary intermetallic

compound CeCu2Si2 (Tc = 650 mK) was discovered in 1979 [3]. Later on, it was found that

also U–based intermetallics superconduct. The low temperature properties of these systems are

dominated by the strong correlation of electrons which can be accounted for in Fermi–liquid

(FL) theory. Despite the large difference in Tc of more than two orders of magnitude, super-

conductivity in cuprates and in compounds with 4f– or 5f–elements has one crucial feature in

common: it emerges on the brink of magnetic order.

Both systems show a remarkable resemblance in their phase diagram (Fig. 1.1) although they

belong to different chemical substance classes. The phase diagram of La2−xMxCuO4 (M = Sr

or Ba) in Fig. 1.1(a) stands in place for the hole–doped cuprates. It is quite similar to that

of the electron–doped compounds like Nd2−yCeyCuO4. In the slightly doped region (small

x values) the cuprate materials exhibit a long–range antiferromagnetic (AFM) order. It is

manifest in the ordering of the magnetic moments of the copper ions in the CuO2–layers, that

are a common structural element of the cuprate superconductors. The doping can be achieved

either by substituting the trivalent by a divalent ion or varying the oxygen content. It should

be noticed that in this region of the phase diagram non–metallic behaviour is found. Thus,

close to the paramagnetic–AFM transition a metal–insulator transition occurs (shaded region

in Fig. 1.1(a)). If the doping reaches a certain value, i. e. a critical number of free carriers in the

CuO2–layers, the long–range magnetic order is destroyed and superconductivity appears. This
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4 1 Introduction

does not mean however, that spin correlations are not important for superconductivity. Several

models have been discussed in literature relating AFM order and superconductivity, for example

a pairing mechanism mediated by magnons instead of phonons [4].

The unconventional nature of the cuprate systems in the superconducting as well as in

the normal state, is manifested for example by the symmetry of the superconducting phase

(not s– but dx2−y2–like [5]) and by the unusual temperature dependence of several physical

properties above Tc, respectively. An example for the latter is the temperature dependent rate

of nuclear magnetic resonances 1/T1. This quantity probes the low–lying spin excitations and

has a maximum at TSG, the spin–gap temperature [6]. Inelastic neutron scattering experiments

confirmed the existence of such a gap above Tc in underdoped YBa2Cu3O6.69 (Tc = 59 K)

[7] (see Fig. 1.1(a)). Furthermore, also the charge excitations seem to have anomalies, revealed

for example by electrical resistivity ρ(T ). The in–plane resistivity ρab(T ) starts to deviate from

the linear temperature dependence at T ∗, while the c–axis resistivity shows a minimum at

T ∗, well above Tc [8]. Although T ∗ > TSG, the anomalies in the spin and charge excitation

spectrum seem to be related [9]. These unusual properties suggest that the normal state cannot

be describe within FL theory as the Bardeen–Cooper–Schrieffer (BCS) theory for conventional

superconductors is not an appropriate framework to account for the superconducting properties.

The cuprates, in particular the La2−xMxCuO4 compounds, are interesting materials also

from the structural point of view. A structural phase transition from the orthorhombic (O) into

the tetragonal T–phase can be achieved by temperature, doping or pressure. In this transition a

cooperative tilt of the CuO6 octahedra is involved. They are part of the CuO2–layers where the

superconductivity takes place. The connection of this lattice instability with superconductivity

is subject of intensive research.

Pressure is a suitable and a clean mean to study the evolution of structural parameters and

of Tc. In the schematic phase diagram shown in Fig. 1.1(a) the doping concentration x has then

just to be replaced by pressure. As examples, we will present detailed studies of the structural

phase transitions in non-superconducting La2−xNdxCuO4 (0.6 ≤ x ≤ 2.0) and Pr2CuO4 and

pressure–induced changes of Tc in Hg– and Tl–based high–Tc cuprates.

The phase diagram of the intermetallics with 4f– or 5f–elements exhibits some features

quite similar to those discussed above. In CeCu2Si2 no long–range magnetic order is observed

at high temperature and it can therefore be placed in the non–magnetic region, i. e. just above a

critical parameter gc, in the phase diagram of Fig. 1.1(b). The control parameter g can either be

the content of a substitute or pressure. Substitution of Si by Ge yields the antiferromagnetically
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ordered CeCu2Ge2. Hence, it is placed at the left of gc in Fig. 1.1(b). The Néel temperature

(TN = 4.1 K) decreases as pressure is applied and a superconducting phase (Tc = 700 mK) is

induced at P = 9.4 GPa which disappears close to 20 GPa [10]. Consequently, superconductivity

emerges close to the magnetic instability as in the cuprates.

The discovery of superconductivity in CeCu2Si2 and CeCu2Ge2 was rather surprising since

their La counterparts are normal metals down to a few millikelvin. Thus, the 4f–electrons are

responsible for superconductivity and for the local magnetic moments. In CeCu2Si2 these mo-

ments are screened by the conduction electrons below the Kondo–temperature TK ≈ 15 K where

a magnetic singlet state is formed. In such a ”Kondo–lattice” the mass of the f–electrons in-

creases enormously, up to several hundreds of the bare electron mass, as temperature approaches

zero. The physical properties can be well described if the picture of quasi–particles is used (FL

theory). It is believed that the large jump in the specific heat of CeCu2Si2 at Tc is caused by

these heavy–fermions (HF), forming the Cooper–pairs. The nature of the attractive interaction

responsible in this pairing mechanism is still a matter of discussion.

So far, thirteen HF systems are known to become superconducting or exhibit traces of

superconductivity below ≈ 2 K at ambient or high pressure. The majority of HF compounds

are either magnetic and can be tuned by alloying or pressure to the paramagnetic side or they

are non–magnetic and exhibit FL behaviour below a temperature TFL. In the past years detailed

measurements close to the magnetic instability, i. e. around gc, have revealed very unusual low

temperature properties in some HF systems. They are manifested in a deviation from the FL

(quadratic) temperature dependence in ρ(T ) or in a logarithmic divergence of the specific heat

and the magnetic susceptibility. Apparently, this non–Fermi–liquid (NFL) behaviour (dashed

region in Fig. 1.1(b)) is somehow related to superconductivity as was recently reported for

CePd2Si2 [11] and could be a generic feature of a quantum critical point (QCP) [12]. But other

concepts are developed and recently a model was proposed, taking into account the competition

between magnetic order and the Kondo effect and the disorder of the system [13].

The importance of pressure as external parameter for these systems was clearly demon-

strated by the pressure–induced superconductivity in CeCu2Ge2. Very often experiments on

solid–solutions, i. e. nonstoichiometric compounds are done to simulate external by chemical

pressure. This provides an understanding of the physical properties, but the interpretation has

always to consider the inhomogeneity of the system. The investigation of the unusual low tem-

perature properties in the vicinity of the magnetic instability however, needs a clean tool to be

applied on (stoichiometric) compounds, where inhomogeneity and disorder effects have been re-
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duced as much as possible. The high pressure experiments we have performed on stoichiometric

(single crystalline) Ce–based intermetallics have revealed NFL behaviour close to the magnetic

instability and will be presented in this work.

In the field of strongly correlated electron systems several ten thousand publications ap-

peared so far. Among these are more than thousand articles dealing with the influence of high

pressure on structural, phononic, and electronic properties. It would be quite difficult and be-

yond the scope of the present work, to cover thoroughly these high pressure results. Therefore,

after a brief presentation of the high pressure techniques in chapter 2 and some theoretical

aspects (chapter 3), we shall concentrate on the more modest goal of describing the progress

achieved (i) in the understanding of the structural evolution of the undoped rare–earth based

cuprates (chapter 4), (ii) in the picture of a pressure–induced charge transfer in high–Tc cuprates

(chapter 5), and (iii) in collecting more experimental evidence of the unusual low temperature

properties in heavy–fermion compounds that are driven by pressure towards the magnetic in-

stability (chapter 6). A conclusion will be given in chapter 7.
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Figure 1.1: a.) Schematic doping (x)–temperature (T ) phase diagram of La2−xMxCuO4 (M = Sr, Ba).

At low x an insulating (INS) and an antiferromagnetically ordered phase (AFM) exists. The supercon-

ducting phase (SC) sets in as the AFM order is destroyed. In the metallic phase (M), anomalies in the

charge and spin excitations are visible below characteristic temperatures T ∗ and TSG, respectively. A

metal–insulator transition occurs in the shaded region. Furthermore, a transition between an orthorhom-

bic (O) and a tetragonal (T) structure can be induced either by changing T or x. b.) Schematic phase

diagram of heavy–fermion systems. The AFM order scales to zero at a critical value gc of a control

parameter g which can be either the content of a substitute or pressure. Superconductivity seems to

occur also in the AFM region in some systems. In non–superconducting compounds the Fermi–liquid

(FL) behaviour is manifest in several physical properties below a temperature TFL. Some systems show

non–Fermi–liquid (NFL) behaviour close to gc. The question arises whether this behaviour is determined

by a quantum critical point (QCP) or other mechanisms.



Chapter 2

Technical aspects of high pressure

experiments

The indispensable tool for all the discussed experiments in this work is an appropriate high

pressure device. By the expression ”high pressure” we mean pressures of several gigapascals

(1 GPa = 109 N/m2 = 10 kbar) up to 40 GPa. The basic principle of such high pressure devices,

which are not larger than a fist, are explained at the beginning of this chapter. In this pressure

range, conventional pressure gauges do not work anymore. The high pressure manometers

utilized in this work are described in section 2.2. The results presented here were obtained

in (quasi)hydrostatic pressure conditions achieved with different kind of pressure transmitting

media. Some aspects of them, like pressure gradients developing at high pressure, are discussed

briefly in section 2.3.

2.1 Generation of high pressure

An overview of different high pressure techniques was given recently by Eremets [14] but still

the early review articles by Jayaraman are very instructive [15, 16]. The highest pressures can

be achieved with a diamond anvil cell (DAC). Other anvils like sapphire, tungsten–carbide or

sintered diamond are also used, if a pressure range up to 30 GPa is sufficient. In this work we

consider only static pressures, which can be maintained for as long a period of time as desired.

Static pressures are limited by the available strengths of materials used in the DAC technique.

It is possible to extent the pressure range considerably through the use of so called dynamic

techniques by means of shock waves. Pressure of several hundred gigapascals can be attained in

this way, but it lasts for only a few microseconds. For further details the reader is referred to
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2.1 Generation of high pressure 9

Figure 2.1: An accurate scale view of the inner part of a DAC. In between the two diamond anvils a

preintended (metallic) gasket is placed. In its center a hole is drilled which serves as sample chamber.

It contains also the pressure gauge, for example a small ruby chip (not drawn), and a suitable pressure

transmitting medium.

Ref. [14] and references therein.

The principle of the generation of high pressure will be described with the DAC as an example

(Fig. 2.1). On the tip of a diamond anvil a preintended metallic gasket is placed. A hole centered

in the middle of the gasket contains the sample and a pressure gauge. The sample chamber is

completely filled with a suitable (hydrostatic) pressure transmitting medium. For experiments

up to 20 GPa the typical dimensions are 500–900 µm diameter for the diamond tip face, a hole

diameter of 200–300 µm, and a starting gasket thickness of around 100 µm. The gasket thickness

becomes reduced to ≈ 50 µm at the highest pressure. The pressure is achieved by a force applied

to the diamonds, reducing the volume of the pressure chamber. As a consequence the sample is

uniformly compressed. The big advantage of a DAC is the optical access to the sample. This

allows in principle the pressure determination at any temperature. Such cells are mainly used

for optical and x–ray studies.

Several difficulties arise if a DAC is used for electrical transport measurements, such as elec-

trical resistance [17]. In this case, at least four electrical leads have to withstand the plastic

deformations during pressurization and the probing leads have to be insulated against the metal-

lic gasket. To circumvent these problems a composite gasket is often used (as in the experiments

discussed in chapter 5). It is made out of a stainless steel foil and a polyamid film (KaptonTM),
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glued to the gasket with a mixture of a two component epoxy adhesive and fine Al2O3 powder.

Using a clamp device, derived from the Bridgman type cell with tungsten–carbide or sintered

diamond anvils, a non–metallic gasket avoids the fabrication of a composite gasket [18]. An often

used material is pyrophyllite (a sheet silicate, Al2(Si4O10)(OH)2). The soft mineral steatite

(3MgO·4SiO2·H2O) serves as pressure transmitting medium. The initial internal diameter φ

and thickness h of the gasket are φ = 0.6 – 2 mm and h = 0.125φ, respectively. The anvil flat

diameter is about 2φ. At the highest pressure (≈ 30 GPa) the thickness of the pyrophyllite ring

becomes reduced to h ≈ 0.1φ. Such a high pressure cell was used in the experiments discussed

in chapter 6 and further technical details are described elsewhere [18].

The electrical contact between the sample and the measuring equipment is provided by Au

or Pt wires (φ = 50 µm), wedged into small gorges in the pyrophyllite ring (Fig. 2.2). Eight leads

allow different possibilities for transport measurements. For instance, the four–point resistance

of two samples in series with a pressure manometer can be determined. In another configuration,

two different parts of the manometer (here a thin Pb foil) and of the sample can be studied (see

Fig. 2.2(a)). The former set–up allows, for example, to compare the behaviour of two samples

in almost identical experimental conditions. The latter provides hints on a pressure gradient

or a possible discrepancy in the pressure response across the sample on a length scale down to

100 µm, which is the minimum distance between two voltage leads. This technique has been

developed further to measure four samples at once. Then twelve wires have to be put across the

pyrophyllite ring. The electrical resistivity of CeCu5Au, presented in chapter 6, was measured

in such a high pressure cell.

This kind of pressure cell also allows to measure the absolute thermopower of a sample under

high pressure. The sample is placed in the middle of the cell and a local heater (Chromel strip)

is carefully aligned at the short edge of the sample (Fig. 2.2(b)). On this end of the sample two

12 µm thermocouple wires (AuFe and Chromel) are placed, ideally at exactly the same distance

from the heater. With a current up to 70 mA through the heater a temperature gradient

∆T ≈ 50 mK is achieved. It decreases roughly as exp(−L/h), where L is the distance from

the heater. Tests showed that the other end of the sample can be considered to be sufficiently

far away from the heater to remain at T0. Therefore, a Au wire (φ = 10 µm) is chosen as

additional lead to connect this reference point for the thermopower measurement. The electrical

contact through the gasket is maintained by 25 µm Au leads. The two voltages measured in the

experiment are VAuFe, between the AuFe thermocouple and the common Au wire and VChromel

between the Chromel wire and the Au wire. The absolute thermopower Sx of the sample at
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Figure 2.2: (a) Top view of a pyrophyllite gasket with a sample (CeRu2Ge2) and the pressure gauge

(Pb) placed on a disk of steatite, i. e. the pressure transmitting medium. Thin (φ = 10 µm) Au wires are

attached on the sample and the Pb foil. Pt wires (φ = 50 µm) are led through the gasket and establish

the electrical contact outside the pressure cell. The sample chamber will be closed with a second disk of

steatite. (b) Same principle as before but now the absolute thermoelectric power of the sample can be

measured. A heating current Iheating produces a temperature gradient that leads to two thermovoltages

VChromel and VAuFe. They are used to determine the absolute thermopower of the sample (see text).

The thin Pb foil serves as pressure gauge.
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T0 + ∆T/2 is then determined by

Sx = SAuFe +
SChromel − SAuFe

1 − VChromel/VAuFe
(2.1)

with SAuFe and SChromel the absolute thermopower of the AuFe and Chromel wires, respectively.

The total uncertainty in the absolute thermopower (about 15% at 10 GPa) has several

origins. A systematic error occurs, whose magnitude depends strongly on the accuracy of the

positioning of the thermocouple wires, which should be considered to be of the order of the wires

diameter (12 µm). Thus, if ∆T ∝ exp(−L/h), ∆T decreases by 13% on a distance L = 12 µm

with h = 90 µm for a pressure cell of internal diameter φ = 1 mm. Therefore, a small difference

in the distances of the two thermocouples from the heater may lead to a considerable tempera-

ture difference. On the other hand, the absolute thermopower of the AuFe and Chromel wires

are taken to be pressure independent. This is of course, a crude approximation. In the case of

AuFe, measurements in the temperature range 1.2 < T < 4.2 K and up to 1 GPa showed that

pressure has almost no influence on the thermovoltage measured [19]. Diatschenko and Chu [20]

found that the thermal voltage of a Chromel/Alumel thermocouple does not shift more than

1 µV from its atmospheric pressure value up to 2.2 GPa between 4.2 and 300 K. This, however,

does not necessarily imply a small pressure effect on the Seebeck coefficient of Chromel/Alumel

thermocouples. Taking into account these uncertainties one has to be careful in the interpreta-

tion of small pressure–induced variations in the absolute thermopower. Nevertheless, the large

thermopower observed in HF systems makes it possible to obtain substantial information about

these compounds, even at very high pressure.

2.2 Pressure measurement

Any physical quantity can be measured either in a direct way using the definition of the quantity

or indirect methods. The former measurements are called primary and the latter secondary.

Pressure is defined as force per unit area and then a primary pressure gauge must separately and

explicitly measure an appropriate force and an appropriate area (the ”force–piston gauge”). All

other devices used for pressure measurements are secondary gauges and need calibration against

the primary gauge. Many physical properties show a sufficiently large pressure dependence and

are used as secondary gauges. Here only the ruby fluorescence and the pressure–induced shift

of the critical temperature Tc of some elements will be discussed.

The pressure dependence of the ruby fluorescence is an easy way and now a commonly used

method for pressure determination in the DAC at any temperature. Ruby (α–Al2O3 with 0.05–
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0.5wt% Cr3+) has a strong fluorescence doublet at λ0 = 694.33 nm (R1–line) and λ = 692.8 nm

(R2–line) which can be excited by laser–light. The ruby scale was calibrated against the Decker

equation of state (EOS) for NaCl [21] up to 19.5 GPa [22, 23]. In this pressure range the R1–

line shifts approximately linearly with pressure (dλ/dP = 0.364 nm/GPa). Further, Mao and

coworkers [24] calibrated ruby up to 110 GPa against the EOS of some metals (Cu, Mo, Pd, and

Ag) known from shock–wave data. They described the pressure induced R1–shift with

P =
1904

B

[

(

λ(P )

λ0

)B

− 1

]

, (2.2)

where λ(P ) is the wavelength of the R1–line in nanometer and P is the pressure in gigapascal.

In hydrostatic (nonhydrostatic) conditions the parameter B is equal to 7.665 (5.0). Thus, the

same shift leads to higher pressures in hydrostatic conditions.

The ruby fluorescence method provides a tool to measure pressure in situ at low temperature.

The pressure– and temperature–induced R–line shifts are independent of each other [25, 26]. The

temperature induced shift has been attributed to a coupling of the Cr3+ crystal field levels to

acoustic phonons [27]. It can be well represented by the semi–empirical relation

ν(T ) = ν0 −
α

exp(Θ/T ) − 1
(2.3)

with ν0 = 14421.8 cm−1 the frequency of the R1–line at T = 0 K, Θ = 482 K, and α =

76.6 cm−1, characterizing the phonon dispersion and the electron–phonon coupling, respectively

[28]. This equation yields a temperature–induced shift in λ1 which is in very good agreement

with that calculated with the equation proposed by McCumber and Sturge [27]. Thus, with

this temperature dependence of the R1–line, the preceding pressure calibration (eq. (2.2)) can

be used for pressure measurements at low temperature.

The position of the R1–line shifts with a rate of 6.8×10−3 nm/K close to room temperature.

A temperature increase of 5 K has the same effect as an increase in pressure by 0.1 GPa. The

accuracy of pressure determination is about 0.03 GPa if the doublet is well resolved. Even an

accuracy of 0.01 GPa can be achieved if the lines are fitted. At low temperature the width of the

R1–line is very small and pressure determination can be made within 0.005 GPa. It is clear that

for such precise pressure determination the ruby fluorescence should be excited with as less as

possible laser power to avoid heating. However, these lower limits refer more to the sensitivity

of pressure changes than to the absolute pressure value. In the latter case, the hydrostaticity

and the quality of ruby (Cr–concentration, internal stress introduced during grinding) are the

key points and should be taken into account if an absolute pressure determination is desired.



14 2 Technical aspects of high pressure experiments

High pressure cells with opaque anvils need other means for pressure determination. Many

groups use the pressure shift of the superconducting transition of Sn, In or Pb. With the In

manometer (Tc = 3.407 − 0.43P + 5.0 × 10−2P 2 [29], P in gigapascal) an accuracy of 0.02 GPa

can be achieved for pressures below 1.2 GPa [14]. Similar accuracy can be achieved with the

tin gauge (Tc = 3.732 − 0.49P + 3.9 × 10−2P 2 [29], P in gigapascals). The Pb gauge however,

is preferred because it can be used up to 30 GPa. In our measurements, presented in chapter

6, we used a quadratic expression obtained by a least squares fit to the Tc(P ) data for a low

and a high pressure region: Tc = 7.199 − 0.366P + 0.12 × 10−2P 2 for P < 2 GPa and Tc =

7.13 − 0.37P + 7.2 × 10−3P 2 for P > 2 GPa. The pressure induced Tc–shift was calibrated

by Bireckhoven and Wittig [30] using the Pb and GaP phase transitions at 14 and 22 GPa,

respectively, as fixed points at room temperature. They assumed that pressure did not change

upon cooling. This Pb–scale differs by about 8% (above 20 GPa) to that given by Erskine and

Yu [31] who measured pressure at low temperature with the ruby fluorescence and Pb. Below

10 GPa both calibrations agree. Thomasson et al. [32] studied the influence of the pressure

conditions on Tc(P ) of lead up to 17 GPa. They ascribed the different pressure coefficient of

Tc(P ) in different media to the sensitivity of Tc to shear stress. In an alcohol medium — which

might be compared to steatite — the precision is about 0.5 GPa up to 14 GPa and 1 GPa at

higher pressure.

2.3 Pressure transmitting media

The ideal pressure transmitting medium is He. Compared to Ar, Xe, and the 4:1 methanol–

ethanol mixture, He gives the smallest broadening of the R1–ruby fluorescence line. Even if

pressure is changed at low temperature no broadening was observed [33]. Loading a DAC

with He is a simple and reliable method. The almost closed DAC is placed in a cryostat and

completely covered with liquid He. As the He is superfluid it enters the sample chamber and the

cell can be closed to seal the gasket [34]. We used a quite similar technique for loading liquid

N2 as pressure transmitting medium in the experiments presented in chapter 4. The DAC was

placed in a suitable container that can be pressurized with N2. Then this assembly is cooled

down to 77 K. After the pressurized N2 has become liquid the DAC can be closed. The main

advantage of this method is that the loading procedure is quick (≈ 1 h) whereas He–loading

takes several hours.

Soft and solid pressure transmitting media are the easiest to use. The sample chamber is

filled with the medium and slightly pre-pressed. The excess material is removed and the sample



2.3 Pressure transmitting media 15

and pressure gauge are added and pushed into the medium as the cell is closed. The crucial

question is the choice of the medium. Salts, such as KCl, CsCl, AgCl or NaCl give rather good

pressure conditions up to 5 GPa but the latter yields a larger pressure gradient. The medium

chosen depends on the nature of the experiment. If ruby fluorescence is measured then the

pressure transmitting medium should become transparent when pressurized. In the case of a

superconducting pressure gauge an opaque medium such as steatite can be used. It might be

convenient to use the sample itself as pressure medium. This is often done in the case of powered

samples as we did in the Tc(P ) measurements of the high–Tc compounds (chapter 5). In such

experiments non–hydrostaticity is not negligible, especially if the sample can not be considered

as compressible in comparison with e. g. KCl or NaCl.

Pressure gradients depend on the pressure transmitting medium used. In the clamped cell

used for electrical transport measurements (chapter 6) the pressure gradient was estimated. Two

voltages on the Pb foil were measured (see Fig. 2.2(a)) resulting in two pressures, measured

along a length of ≈ 500 µm. Below 5 GPa no pressure gradient was detected and the accuracy

of the pressure determination was limited by the width of the superconducting transition. We

estimated a pressure gradient of 0.7 GPa at 10.8 GPa [35]. At much higher pressure (P ≈
30 GPa) the pressure gradient can increase up to 2 GPa [18].



Chapter 3

Theoretical aspects

At the beginning of this chapter some thermodynamic relationships, used in following chapters,

are given. This part contains no references since the equations can be found in any text-

book dealing with thermodynamics. Section 3.2 is devoted to equations of state that describe

the volume–pressure dependence. Some theoretical considerations about transport properties,

i. e. electrical resistivity and thermoelectric power, are presented in section 3.3.

3.1 Thermodynamical relations

In a homogeneous system with its volume (V ) and the temperature (T ) as the only external

parameters, the pressure (P ) can be evaluated using the free energy F (V, T ) = U − TS, where

U and S are the internal energy and the entropy, respectively. In the isothermal case, the total

derivative dF = −SdT − PdV leads to the pressure

P = −
(

dF

dV

)

T
. (3.1)

The variables V , T , and P are examples of thermodynamic coordinates that can be used for

describing the state of a system. For all known substances at most two of these three variables

are independent and can be chosen arbitrarily. The other is then fixed. This means that a

relation f(V, T, P ) = 0 — the equation of state (EOS) — exists for any substance. Possible

representations of the EOS are V = V (P, T ), P = P (V, T ), and T = T (P, V ). From these

functions six partial derivatives can be obtained, and three of them define macroscopic material

constants such as

α =
1

V

(

∂V

∂T

)

P
(3.2)

16
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κT = − 1

V

(

∂V

∂P

)

T
(3.3)

ζ =
α

κT
=

(

∂P

∂T

)

V
(3.4)

with α, κT , and ζ the coefficient of volume thermal expansion, the isothermal compressibility

coefficient and the pressure coefficient, respectively. The reciprocal of these quantities gives the

remaining three first derivatives. Only the isothermal bulk modulus

BT = −V

(

∂P

∂V

)

T
(3.5)

is frequently used. Other derivatives may be defined, e. g. the adiabatic compressibility coeffi-

cient

κS = − 1

V

(

∂V

∂P

)

S
= B−1

S , (3.6)

with B−1
S the adiabatic bulk modulus. In this case no heat flows into or out of the sample and

thus temperature is not constant. It is related to κT via

κT = κS +
α2TV

CP
. (3.7)

Here CP is the specific heat measured at constant pressure. Using the thermodynamic Grüneisen

parameter

γ =
αV

κT CV
=

αV

κSCP
, (3.8)

eq. (3.7) can be rewritten in the form

BS = BT (1 + αγT ) . (3.9)

γ describes the change of pressure if the internal energy is changed at constant volume:

γ =
1

V

(

∂U

∂P

)

V
. (3.10)

Second–order phase transitions exhibit no sudden volume change or latent heat. They are

characterized by discontinuous changes in α, κT , and specific heat (CP and CV ) at the transition

temperature T0. The slope of a second–order transition curve in the (P, T ) diagram can be

related to these discontinuities by means of the two Ehrenfest relations

∂P

∂T

∣

∣

∣

∣

T=T0

=
∆α

∆κT
, (3.11)

∂P

∂T

∣

∣

∣

∣

T=T0

=
∆CP/T

V ∆α
. (3.12)

The second equation is useful to calculate the pressure dependence of a phase transition tem-

perature, e. g. the superconducting transition temperature Tc or the AFM ordering temperature

TN (see section 5.4).
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3.2 Equations of state

In practice, the form of the EOS most frequently measured is V = V (P ) at constant temperature.

Many different (semi-empirical) EOS have been proposed to describe condensed matter under

compression (see e. g. the overviews by Bolsaitis and Spain [36] and Holzapfel [37]). An often

used EOS was derived by Murnaghan [38] from the expansion of the isothermal bulk modulus

(eq. (3.5)) in terms of P :

BT = −V
∂P

∂V
= B0 + B′

0P + ... , (3.13)

where B′

0 represents the pressure dependence of B0. Truncating this expansion at the first order

leads to the Murnaghan EOS

P (V ) =
B0

B′

0

[

(

V0

V

)B′

0

− 1

]

(3.14)

which works well up to a compression of about 15%.

Based on finite–strain theory other relations can be derived. Defining the strain by ε =

[(V0/V )2/3 − 1]/2 and developing the strain energy in terms of ε up to third order yields [39]

P (ε) = 3B0ε (1 + 2ε)5/2 [

1 + 3/2(B′

0 − 4)ε + ...
]

. (3.15)

From this the Birch EOS [40] is obtained if the expansion is truncated at the second order term

P (x) =
3

2
B0

{

x7/3 − x5/3
}

{

1 +
3

4

(

B′

0 − 4
)

(

x2/3 − 1
)

}

, (3.16)

with x = V0/V . This widely used relation works rather well up to compression of 20%. An

”universal” EOS was proposed by Vinet et al. [41]:

P (x) = 3B0(1 − x−1/3)x2/3 exp

{

3

2

(

B′

0 − 1
)

(

1 − x−1/3
)

}

, (3.17)

with x as defined above. The exponential term reflects the typical form of interatomic repulsion.

The success of this EOS has been demonstrated by comparing the P (x) relation derived from

ultrasonic measurements of B0 and B′

0 with (P, V ) relations obtained by static compression or

shock–wave data. It works for many classes of solids such as metallic, covalent, ionic, or van der

Waals crystals. All three EOS agree with 2.5% at a compression of 15%.

3.3 Transport properties

The electrical resistivity ρ(T ) of metals at low temperature contains several basic parts:

ρ(T ) = ρ0 + AT 2 + BT 5 + CT i exp (−h̄ω0/kBT ) . (3.18)
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The residual resistivity ρ0 results from electron scattering of impurities and lattice imperfections

and is considered to be temperature independent. The electron–electron scattering leads to the

quadratic term, whereas the electron–phonon scattering gives in the Bloch–Grüneisen approxi-

mation the T 5 contribution. It is mentioned that this approximation yields also the ρ(T ) ∝ T

dependence at temperatures well above the Debye temperature ΘD. Electron–phonon umklapp

processes give rise to the exponential part in eq. (3.18), where ω0 is a phonon frequency and i

an empirical parameter. Depending on the system under investigation the phonon energy h̄ω0

can be replaced by a magnetic gap energy ∆, if for example an anisotropic ferromagnet (FM) is

considered [42].

The transport properties, such as electrical conductivity σ = 1/ρ and the thermopower S,

are derived using the linearized Boltzmann equation [43, 44]:

σ =
1

ρ
= e2K0 (3.19)

S = − 1

|e|T
K1

K0
. (3.20)

The integrals Kn are defined as [45]

Kn =
1

8π3

∫
[

∂Ek

h̄∂k

]2 [

− ∂fk

∂Ek

]

En
k τkdk , (3.21)

with Ek the conduction–electron energy, fk the Fermi–Dirac distribution, and τk the relaxation

time. The latter has to be calculated for wave vector ~k and spin σ. In the most general case

this has to be done along the principal axes of the lattice [45]. The challenge is to compute

the integrals Kn, which account explicitly for the shape of the Fermi surface and the energy

and/or spin dependence of the relaxation time. For isotropic metals and alloys this can be

found e. g. in the book by Ziman [46]. The anisotropy of the transport properties of Ce–based

Kondo compounds is intensively treated in Ref. [45]. It is worth noting that the third transport

property, the thermal conductivity, can also be expressed as a function of the integrals Kn (see

e. g. Ref. [43]).

With the assumption, that the physical properties responsible for the electron transport are

analytic functions close to and at the Fermi surface (Sommerfeld expansion), ρ(T ) and S(T )

can be obtained. This was done for Fermi–liquids and for HF systems at low temperature.

In the Sommerfeld expansion it was shown [47, 48] that ρ(T ) obeys a quadratic temperature

dependence at very low temperature, according to eq. (3.18) if phononic and other processes are

negligible:

ρ(T ) = ρ0 + AT 2 . (3.22)
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For the thermopower the Sommerfeld expansion leads to [44, 48, 49]

S(T ) =
π2

3

k2
BT

e

(

∂ ln τ(E)

∂E

)

E=EF

, (3.23)

with kB, e, and EF the Boltzmann constant, the electron charge, and the Fermi–energy, re-

spectively. If the electrons are considered to be free, the Fermi surface to be spherical, and the

relaxation time to be energy independent, eq. (3.23) gives [43]

S(T ) = − π2k2
B

2|e|EF
T . (3.24)

Thus, in a simple metal (EF ≈ 5 eV) S(T ) is of the order of −2 µV/K at 300 K. This value is

certainly of the right order of magnitude but a negative sign is not always found experimentally

[43]. Under the assumption that the conduction electrons belonging to two bands (in transition

metals s– and d–bands) the thermopower can be written as [43, 44]

S(T ) = −π2k2
BT

3|e|

[

3

2EF
− 1

N(E)

∂N(E)

∂E

]

E=EF

, (3.25)

where N(E) is the electron density of state at energy E. The first term in this equation is

identical to eq. (3.24). It can be dominated by the logarithmic derivative of N(E) at EF.

As was shown by Mott [50], eq. (3.25) can be used for rare–earth based intermediate valence

compounds. Then N(E) has to be replaced by the density of state of f–electrons, Nf (E). The

sign of S(T ) depends on the slope of N(E) at EF and can either be positive or negative. These

considerations show, that thermopower experiments probe the energy derivative of N(E) at the

Fermi energy and is thus a very sensitive tool. For more details the reader is referred to the

review article by Huebner [49] and the books by Blatt and coauthors [43] and Barnard [44].



Chapter 4

Structural phase transitions in

Ln2CuO4 (Ln = La, Pr, and Nd)

The La– and Nd–based cuprates show only in a small doping range superconductivity. Close to

the upper limit of the doping interval a structural transition from an orthorhombic (O–phase)

into a tetragonal (T–phase) structure occurs (section 4.1). This transition can also be induced

by pressure. As soon as the tetragonal structure is attained, Tc does not increase further. Thus

a maximum in Tc seems to be correlated with flat or almost flat CuO2–layers. This immediately

leads to the more general question about the structural stability of the undoped, i. e. the parent

compounds of the high–Tc cuprates. Based on our results with conventional x–ray diffraction

and the recently obtained data using synchrotron radiation, a detailed picture of the structural

evolution of the La2−xNdxCuO4 solid–solution can be drawn (section 4.2). Furthermore, the

synchrotron radiation data allowed the analysis of the axis– and volume compressibilities which

will be compared to calculated values in section 4.3.

4.1 Structural distortion, magnetism and superconductivity

The electron–doped lanthanide–based cuprates, like Nd2−yCeyCuO4 [51] crystallize in the T’–

phase (I4/mmm, Nd2CuO4–type) shown in Fig. 4.1(a). In the crystal structure of the hole–

doped, La–based compounds, a cooperative tilt of [CuO6] octahedra leads to an orthorhombic

(Cmca) structure (Fig. 4.1(b)) which is a distorted K2NiF4–type. The latter belongs to the

tetragonal crystal system (I4/mmm, Fig. 4.1(c)). Sr2RuO4 crystallizes in this structure and

the appearance of superconductivity in this material (Tc ≈ 1 K) [52] reinforced the interest in

compounds crystallizing in the structures shown in Fig. 4.1. Sr2RuO4 is the only known su-

21
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Figure 4.1: Schematic view of the different crystal structures attained by the various

La2−xNdxCuO4 solid–solution (0.6 ≤ x ≤ 2.0) at different pressure. (a) The low pressure T’–phase

(I4/mmm, Nd2CuO4–type), (b) the intermediate orthorhombic O–phase (Cmca, distorted K2NiF4–type),

and (c) the high–pressure T–phase (I4/mmm, K2NiF4–type).

perconductor with the same layered crystal structure as the La– and Nd–based cuprates that

includes no copper. Apparently the main difference is that the Ba–substituted La2CuO4 su-

perconducts at temperatures as high as 40 K (at P = 1.3 GPa) [53] whereas in Sr2RuO4 the

transition temperature is about 1 K. Furthermore, Tc decreases to ≈ 700 mK as a pressure of

1.2 GPa is applied on Sr2CuO4 [54]. This raises the question whether in both systems the same

mechanism is responsible for superconductivity.

La2−xSrxCuO4 is the simplest hole–doped copper–oxide superconductor and its systematic

study has revealed an evolution from an AFM insulator to a normal metal via a superconducting

state (0.07 ≤ x ≤ 0.24; Tc = 24 K for x = 0.15). The AFM order is caused by the Cu–moments

which are ordered below TN = 320 K (La3+ has no magnetic moment) and the ordering tem-

perature is largely enhanced by pressure [55]. The crystal structure contains [CuO6] octahedra

(Fig. 4.1(b)) which are distorted to relieve compressive stress on them caused by the mismatch

of (La, Sr)–O and Cu–O bonds. Hence, the CuO2 planes are buckled. As x exceeds 0.21, a struc-

tural transition into the tetragonal K2NiF4 structure (Fig. 4.1(c)) occurs and simultaneously the
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superconducting transition temperature Tc decreases sharply as already mentioned in the intro-

duction (see Fig. 1.1). Hydrostatic pressure experiments on samples with x ≤ 0.18 showed that

Tc increases linearly with pressure but as soon as the tetragonal phase is induced, Tc remains

constant [56, 57]. This change in ∂Tc/∂P is believed to be related with the orthorhombic–

tetragonal transition [58] and thus the maximum in Tc occurs when the CuO2 planes are flat or

almost flat. Pressure experiments on superconducting La2−xSrxCuO4 with x = 0.10 and 0.15

have shown that Tc varies inversely with the tilt angle and that Tc is maximum in the tetragonal

structure, i. e. with flat and square CuO2 planes [59].

Soon after the discovery of the hole–doped superconductors, the electron–doped materials

Ln2−xCexCuO4 (Ln = Pr, Nd, Sm, and Eu) were synthesized [51]. Murayama et al. [60] inves-

tigated the pressure dependence of Tc in Nd1.85Ce0.15CuO4 (Tc ≈ 20 K) and found almost no

pressure effect on Tc (Pmax = 2.5 GPa). Comparing the difference in the Cu coordination with

respect to the hole–doped superconductors with T– or O–structure these authors point out the

important role of the bond between copper and apical oxygen.

The parent compounds of these superconductors show a complex magnetic ordering. In

Nd2CuO4 several magnetic phases occur as the temperature is lowered or a magnetic field is

applied. At low temperature the magnetic moment of the Nd3+ is able to interact with (next

nearest) Cu–spins and to order spontaneously [61]. Below 30 K the Cu–moments are oriented

antiferromagnetically along the a–axis as well as in the basal plane of the tetragonal structure.

Along the c–axis adjacent Cu–spins are coupled ferromagnetically. The same order occurs for

the Nd–sublattice below 5 K. Neighboring Nd– and Cu–spins are coupled ferromagnetically.

In the Nd1.85Ce0.15CuO4 superconductor the Cu–spins are not ordered but the Nd–sublattice

shows the same magnetic order (below 1.2 K) as in Nd2CuO4 [62]. Furthermore, HF–like

behaviour below 1 K was found in this compound for a doping range 0.15 ≤ x ≤ 0.2 [63].

This feature probably arises from the combination of the coupling of the Nd and Cu moments

and the Nd–Nd interaction. It is noted, that this behaviour is completely different to HF

superconductors (see section 6.6). In the latter materials superconductivity occurs below ≈ 2 K

and the heavy quasi–particles carry the supercurrent. For the Nd1.85Ce0.15CuO4 system however,

the superconducting transition takes place at temperatures well above the formation of the state

which bears strong resemblance to a HF system [63]. According to theoretical considerations

[64], the low temperature state of Nd1.85Ce0.15CuO4 is a new prototype of a HF system, where

the Nd–moments interact with strongly correlated electrons at the Cu–site. In classical HF

systems however, the rare–earth moments are coupling to conduction band electrons and their
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correlation is negligible (see chapter 6). Presumably also Y1−xPrxBa2Cu3O7−δ (δ ≈ 0.05 and

x = 0.2, 0.3) belongs to this new type of HF systems. Maple et al. [65] have observed a large

value of the linear specific heat which yield a Sommerfeld coefficient well above 200 mJ/molK2

and thus might point to low–lying magnetic excitations.

Pressure experiments on Pr2CuO4 showed that similar spin re-orientations as in Nd2CuO4 can

be induced by volume compression but TN hardly changes [66]. The latter finding is quite differ-

ent from that found for La2CuO4. Such a distinction can be caused by a different enhancement

of inter–plane exchange coupling under pressure. If the pressure effects on TN and Tc in both

kind of superconductors (n– and p–doped) are related, than the AFM correlations might play

an important role for superconductivity.

4.2 Structural phase transitions in La2−xNdxCuO4 (0.6 ≤ x ≤ 2)

and Pr2CuO4

Depending on the size of the lanthanide ion, the Ln2CuO4 cuprates (Ln = rare earth) crystallize

in three different structures. La2CuO4 is the only compound of this series able to adopt the

tetragonal T–structure, but only either at temperatures above 573 K (at ambient pressure) or

at pressures above 3.4 GPa (at room temperature) [67, 68]. At normal conditions (P= 1 bar

and room temperature) the T–structure is orthorhombically distorted due to a small tilt of

the Cu–O octahedra, and hence forming the so called O–structure. Substituting La by the

other lanthanides from praseodymium to thulium, results in compounds which crystallize in the

related T’–structure [69]. In the T– and T’–structure the cations and one half of the oxygen ions

(labelled O(1)) are occupying the same positions (see Fig. 4.1). However, the arrangement of

the other half of the oxygen atoms (labelled O(2)) is quite different in both structures, resulting

in different coordination polyhedra. In the T– and O–structure the Ln3+ and Cu2+ ions have

respectively a ninefold (mono–capped quadratic antiprism) and sixfold (elongated octahedron)

coordination, whereas they occupy an eightfold (pseudo–cubic) and fourfold (square–planar)

coordinated site in the T’–structure. As a consequence of the lower coordination number in the

T’– compared to the T– and O–structure, the latter should be favoured under high pressure

according to the pressure–coordination rule [70].

This assumption is verified by synchrotron radiation experiments on LaNdCuO4, Nd2CuO4,

and Pr2CuO4 under high pressure [71, 72]. Figure 4.2 shows the evolution of the reduced

volume with pressure for Nd2CuO4. The T’–structure is stable up to PT = 21.5 GPa and then
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Figure 4.2: Relative unit–cell volume V/V0 of Nd2CuO4 versus pressure as derived from synchrotron

x–ray data [71]. At PT = 21.5 GPa the T’–phase (bold squares) starts to transform into the high pressure

T–structure (•). The T–phase fraction increases with pressure as is depicted in the inset. Upon releasing

pressure (open symbols) the orthorhombic O–phase (3) appears and at low pressure the T’–phase (2) is

restored again.

the K2NiF4 structure is adopted. In a wide pressure range both phases coexist (indicated by the

vertical lines in Fig. 4.2). During pressure release the orthorhombic O–phase is attained before

the initial T’–structure is recovered again at low pressure. The solid lines represent a fit of an

EOS to the data (see section 4.3).

The stability of the different structures requires a bond–length matching between adjacent

layers and is evaluated in terms of the Goldschmidt tolerance factor t = (rLn3++rO2−)/
√

2(rCu2++

rO2−), where rLn3+ , rCu2+ , and rO2− are the ionic radii of the lanthanide, the copper, and the six-

fold coordinated oxygen ions, respectively [73, 74]. For the La2−xNdxCuO4 solid–solution, t is a

linear function in x, if an average lanthanide ionic radius rLn3+ = 0.5[(2−x)rLa3+ +xrNd3+ ], with

rLa3+ = 1.216 Å and rNd3+ = 1.163 Å[75], is used. So far, the following phase diagram at normal

conditions has been obtained [76, 77]: (i) the T–structure exists for 0.99 ≥ t ≥ 0.88, (ii) the

O–structure is present for 0.88 > t ≥ 0.865, (iii) the T’–structure is stable for 0.865 > t ≥ 0.83,

and (iv) for 0.83 > t a mixture of Ln2O3 and a new compound with the formula Ln2Cu2O5 is

found [77, 78]. A special treatment of such a mixture at high pressure and high temperature

has allowed to stabilize the T’–structure down to t=0.814 (for Ln=Tb, Dy, Ho, Er, Tm) [79].
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In the T–structure compressive and tensile forces are present in the basal CuO2 plane and

along the c direction (Ln–O(2)), respectively. For La2CuO4, the Cu–O(1) distance (1.91 Å ≈
a/2) is shorter than the sum of the ionic radii (2.13 Å, with rCu2+ = 0.73 Å and rO2− = 1.40 Å)

leading to a compression. The two Cu–O(2) distances are significantly longer (2.46 Å, using

c = 13.15 Å [67, 77]). The tension is due to the fact that eight out of nine Ln–O distances are

longer (≈ 2.64 Å for Ln–O(1) and ≈ 2.77 Å for Ln–O(2)) and only the distance between the

lanthanide and the apical oxygen (≈ 2.30 Å) is shorter than the sum of the ionic radii (2.62 Å,

using rLa3+ = 1.216 Å). Both kinds of stresses are partially relieved by a cooperative tilting of

the octahedra, resulting in the orthorhombic O–structure (i. e. the T → O transition).

In La2−xNdxCuO4 the average size of the lanthanide as well as the tolerance factor t decrease

with Nd substitution. According to the definition of t and the average radius rLn3+ , a linear

relation between t and x exists. When the critical value t = 0.865 is reached, the O(2) ions

move from the 4e sites of the O–structure (0,0,z; 0,0,-z) to the 4d sites (0, 1
2 ,14 ; 1

2 ,0,14 ) of the

T’–structure (see Fig. 4.1). The O → T’ transition as a function of the average lanthanide ion

size has been interpreted as optimization of the Ln–O distances [74, 76, 77]. The average Ln–O

distance in the T’–structure is significantly shorter (2.51 Å instead of 2.64 Å) in the resulting

fluorite–like arrangement (coordination number CN(Ln3+) = 8) compared to the O–structure

(CN(Ln3+) = 9). Among the eight Ln–O distances in the T’–structure four are significantly

shorter (2.32 Å, for Ln–O(2)) and four are longer (2.68 Å, for Ln–O(1)) than the sum of the

ionic radii (2.51 Å). Therefore, a compression in the Ln–O(2) linkages is present. Furthermore,

the oxygen ions at the 4d site are separated only by a/
√

2 (≤ 2.81 Å), which is very close to

the sum of the ionic radii (2.80 Å). To diminish the O(2)–O(2) repulsion, the structure had to

expand along the a– and b–axis. As a consequence the CuO2–layers in the T’–structure are

under tension.

The results of the high pressure studies on the La2−xNdxCuO4 solid–solution [71, 72, 80] and

Pr2CuO4 [72] can be summarized by plotting the transition pressure PT versus the tolerance

factor t (see Fig. 4.3). We have chosen t as variable because it takes the Ln–O and Cu–O

ionic bonding into account and gives an estimate of the structural stability. Nevertheless, the

Nd–content x could also be used. The t–values of the T’– and O–structure have been calculated

using rare earth ion radii in a ninefold and copper and oxygen ion radii in a sixfold coordination.

Fitting a linear PT(t)–dependence (solid line in Fig. 4.3) to the data and extrapolating it down

to PT = 0 GPa yields t = 0.8669. This value is only slightly higher than t = 0.865 which

represents the border of stability of the T’–structure, indicated by the vertical line in Fig. 4.3.
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Figure 4.3: Transition pressure PT versus the tolerance factor t for La2−xNdxCuO4 compounds and

Pr2CuO4. The straight line separates the T’– and T–phase. Above t = 0.865 the orthorhombic O–phase

is the stable low pressure phase. The point shown in this region represents La2CuO4 which transforms

into the T–phase at 3.4 GPa. The tolerance factor t versus PT is plotted in the inset. Points at the

t = 0.865 (0.88) line represent the lowest pressures where the O–(T–)phase was observed.
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An interesting insight in the phase sequence can be obtained if the tolerance factor is plotted

versus pressure (see inset Fig. 4.3). The symbols at ambient pressure are the starting tolerance

factor of the various compounds. The corresponding points at the borderline of the O– and

T–phase (t = 0.88–line) represent the transition pressure PT found in the La2−xNdxCuO4 com-

pounds. In the plot are also included the transition pressures of La2−xNdxCuO4 (x = 0.6 and

0.7) [80] and La2CuO4 [68] obtained from measurements using conventional x–ray sources. As-

suming a linear t(P )–relation the t(P = 0) and t(PT)–points can be connected by a straight line.

This immediately gives an intersection with the t = 0.865–line, representing the lower limit of

the O–phase. The points plotted at this line are the lowest pressure values where the O–phase

was still observed in the diffraction pattern obtained during pressure release. They agree rather

well with those deduced from the t versus P plot. This results implies further, that the O–phase

should also occur in the solid–solution with lower Nd–content.

The fact that the intermediate O–phase is not observed during increasing pressure and the

existence of a large T’– and T–phase domain (more than 25 GPa in the case of Pr2CuO4) is

likely due to some hysteresis in the phase transitions, since the experiments were carried out

at room temperature. This phenomenon is less pronounced during decreasing pressure, and the

observed phase sequence T → O → T’ shows clearly how pressure is able to tune the value of the

tolerance factor t. The reversibility of the transition proves that the T–structure is not induced

by a change in composition, but results only from the pressure effect. This is also confirmed by

the crystal structure refinement of the synchrotron x–ray data.

4.3 Compressibility of Ln2CuO4 compounds (Ln = La, Pr and

Nd)

In our work we studied materials crystallizing in the T’–structure, having the cations M = Cu and

Ln (Ln = La, Nd, and Pr) in a fourfold and an eightfold oxygen coordination, respectively. The

unit–cell can be build up with [MO8] polyhedra. For each polyhedron the mean M–O distance

defines an average bond length dM−O. Hazen and Finger [81] reviewed many oxides, in particular

those with the cubic rocksalt structure, and found the empirical expression κpoly
V = 3κpoly

M−O for

the volume compressibility κpoly
V of the polyhedra. The linear compressibility κpoly

M−O for the

distance dM−O is given by

κpoly
M−O = 0.44

d3
M−O

ZM
× 10−3 , (4.1)

where ZM is the valence of the cation M. In this relation κpoly
M−O is in GPa−1 and d in Å. Using a
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simple model, introduced by Cornelius et al. [82], the anisotropic compressibilities of the lattice

parameters and the volume of the La2−xNdxCuO4 compounds can be calculated. Following their

description, the unit–cell of the T’–structure can be build up with [LnO8] polyhedra and [CuO8]

boxes. The latter are formed by the Cu–O(1) plane and the plane of the four O(2) ions. The

polyhedra contain four Ln–O(1) and Ln–O(2) distances (≈ 2.68 Å and ≈ 2.32 Å, respectively).

In the boxes four Cu–O(1) bonds and four Cu–O(2) distances (≈ 1.97 Å and ≈ 3.62 Å, respec-

tively) are present. With the assumption that the [LnO8] polyhedra are compressed isotropically

and the [CuO8] boxes are more rigid in the basal plane (Cu–O(1) bond) than perpendicular to

it (long Cu–O(2) distance), the compressibilities of the crystal can be calculated. Since the two

polyhedra each fill half the unit–cell volume, the compressibilities κa and κc along the a– and

c–axis as well as the volume compressibility κV are given by

κ−1
a =

1

2

(

κ−1
Ln−O + κ−1

Cu−O(1)

)

(4.2)

κ−1
c =

1

2

(

κ−1
Ln−O + κ−1

Cu−O(2)

)

(4.3)

κV = 2κa + κc . (4.4)

Using the distances deduced from the synchrotron data [72] and the eqs. (4.1)–(4.4), the com-

pressibilities and the bulk moduli of LaNdCuO4, Nd2CuO4, and Pr2CuO4 can be calculated (see

Tab. 4.1). The agreement to the measured values of κa and κV is in all cases better than 4%

and 12%, respectively. The larger error in the latter is due to κc, which is about 20% higher

than the measured values for the La2−xNdxCuO4 compounds with x = 1 and 2. A rather good

agreement (better than 3%) is obtained for Pr2CuO4.

A similar approach can be made to calculate the compressibilities for the O–phase of La2CuO4.

Again following the division of the unit–cell of La2CuO4 outlined in Ref. [82] the values listed

in Tab. 4.1 are found. Also in this case the experimental values (apart from κb) are reasonably

well reproduced. However, the calculated values reveal a rather isotropic compression whereas

the experimental data show anisotropic compressibilities. It is noted that here κb corresponds

to κc, since in the Cmca space group type the long axis is along the b-direction. From a crystal–

chemistry point of view the model used here is only a crude approximation despite its good

agreement with the measured values. The Cu–Ln distance (d < 2.79 Å) is much shorter than

the Cu–O(2) distance (d = 3.62 Å) and this is not accounted for in eq. (4.1). Therefore, it is

expected that this makes the structure more rigid along the c–axis than it is calculated. Fur-

thermore, the compressibility κV is a combination of polyhedral compression and bond bending

[81], especially in the orthorhombic structure of La2CuO4.
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Table 4.1: Experimental compressibilities of the lattice parameters, unit–cell volume, some distances,

and the c/a ratio of LaNdCuO4, Nd2CuO4, and Pr2CuO4 in the T’–structure. The values of the bulk

modulus B0 and its pressure dependence B′

0 are the average of fits according to the Murnaghan and

Birch EOS. Numbers in parentheses represent standard deviations of the last digit. According to a model

described in the text the axis and volume compressibilities can be calculated. In the last column data

for La2CuO4 are given (P < 0.61 GPa) [59]. It adopts an orthorhombic crystal structure and the b–axis

corresponds to the c–axis in the other compounds, crystallizing in a tetragonal crystal structure.

LaNdCuO4 Nd2CuO4 Pr2CuO4 La2CuO4 [59]

exp. cal. exp. cal. exp. cal. exp. cal.

κa =(10−3GPa−1) -1.9(2) -2.0 -1.9(1) -1.9 -2.0(1) -2.0 -2.2 -2.5

κb =(10−3GPa−1) -1.9(2) -2.0 -1.9(1) -1.9 -2.0(1) -2.0 -4.2 -2.5

κc =(10−3GPa−1) -3.0(1) -3.9 -3.0(1) -3.8 -3.7(2) -3.8 -1.8 -2.5

κV =(10−3GPa−1) -7.0(1) -7.9 -6.9(1) -7.7 -7.9(5) -7.8 -8.2 -7.5

B0 (GPa) 143(1) 127 145(2) 131 126(2) 129 122(2) 134

B′

0 4.0(4) - 4.1(4) - 5.0(6) - 4 -

κLn−O(2)(10
−3GPa−1) -2.1(1) - -1.8(2) - -2.7(2) - - -

κLn−O(1)(10
−3GPa−1) -3.2(1) - -2.9(1) - -2.4(2) - - -

κCu−O(2)(10
−3GPa−1) -2.7(1) - -2.8(1) - -3.2(3) - - -

κc/a(10
−3GPa−1) -1.0 - -1.0 - -1.4 - +0.3 -

The compression of several M–O distances is also reported in Tab. 4.1. In the La2−xNdxCuO4

solid–solution the Ln–O(2) and Ln–O(1) distances vary like the a– and c–axis compressibilities,

respectively. This is not surprising because the only way to diminish the internal stress is to

decrease the largest Ln–O distance (i. e. Ln–O(1)). The compressibility of the remaining two

Cu–O distances is the same as κa (for Cu–O(1)) and κc (for Cu–O(2)). These observations show

that κa and κc are determined by the pressure dependence of the Ln–O(2) and Cu–O(1), and

the Ln–O(1) and Cu–O(2) distances, respectively. The values given in Tab. 4.1 for Nd2CuO4 are

in very good agreement with data obtained by neutron measurements [83].

In Pr2CuO4, κa is the same as for the other two compounds but κc is significantly higher.

This is nicely reproduced in the model calculations. However, it seems that the correlation

between axis–compressibility and the pressure dependence of Ln–O distances found for the

other two compounds is not valid in Pr2CuO4: The Pr–O(2) distance is more compressible than

the a–axis and the Pr–O(1) distance is significantly stiffer than the c–axis. The origin for this
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difference might be related to the Pr–ion, since the distances in Pr2CuO4 are comparable to

those in LaNdCuO4.

Upon decreasing pressure in all three compounds an orthorhombic structure was attained as

pressure became lower than PT. The initial T’–structure was eventually obtained at pressures

below 10 GPa, 5 GPa, and 2.5 GPa for Nd2CuO4, Pr2CuO4, and LaNdCuO4, respectively. In

the case of LaNdCuO4 the O–phase occurred in a rather large pressure interval (2.5 < P <

10 GPa) and it was possible to record several diffraction pattern. Therefore, detailed structural

information of this phase was obtained. Regarding the resemblance of the sequence of the

structural transformations it is very likely that the following will be applicable to the other

members of the La2−xNdxCuO4 solid–solution, too.

During pressure release the orthorhombic distortion defined as the difference between the

c– and a–axis normalized in respect to the a–axis increases gradually in all the systems [72].

Simultaneously, the basal plane of the octahedra is rotated around the [100] direction. The

rotation angle decreases continuously (7 degrees at 8.5 GPa to 3 degrees at 2.5 GPa). Further-

more, the [CuO6] octahedra are distorted in the sense that the apex oxygen ion is shifted away

from the fourfold rotation axis, present in the high pressure phase. All Ln–O distances increase

as pressure is lowered which reflects in a certain way the decrease of the octahedra tilt and

distortion.

The influence of high pressure on the T’–structure can be understood qualitatively in con-

sidering the coordination number of the rare earth ions and the density of the structure. As

pressure is applied the density increases and a higher coordination number is favoured. Hence

the T’ → T transition is very likely to occur. The observed increase of PT as t decreases is

determined by the Ln–O(2) and O(2)–O(2) interactions which are incorporated in the PT(t)

phase diagram of the La2−xNdxCuO4 solid–solution.



Chapter 5

High–Tc superconductors under high

pressure

In this chapter the important role of high pressure experiments in the field of high–Tc supercon-

ductors is discussed. Pressure–induced shifts in Tc helped to synthesized new compounds with

higher Tc values at ambient pressure (section 5.1) and led C. W. Chu in 1994 to the statement

that a maximum of Tc between 150 and 180 K may exist in hole–doped high–Tc cuprates at

ambient pressure [84]. The increase or decrease of Tc under pressure supported the picture of

a pressure–induced charge transfer between a charge reservoir and the superconducting CuO2–

layers as one ingredient in a model to describe the Tc(P ) dependence (section 5.2). High pressure

work on a well chosen compound with defined oxygen doping was performed to separate intrinsic

and doping effects on Tc and is presented in section 5.3. Undoubtly, uniaxial pressure experi-

ments on various YBa2Cu3O7−δ compounds and Tc measurements on optimally doped systems

discussed in section 5.4 support the idea, that the pressure dependence of the intrinsic Tc,max is

a second key parameter to be considered in explaining the Tc(P ) variation. A pressure–induced

charge transfer and a change of Tc,max with pressure are incorporated in the model of inequiv-

alent CuO2 layers to explain the Tc(P ) dependencies observed in three and four layered Hg–

and Tl–based compounds (section 5.5). Other models to describe the pressure–induced changes

in Tc will be discussed briefly at the end of this chapter. An extended description of the high

pressure work in the field of high–Tc superconductors is given by Takahashi and Môri [85] and

earlier reviews referred therein.

32
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5.1 Role of pressure in the discovery of high–Tc compounds

Since the discovery of the high–Tc compounds the superconducting transition temperature Tc has

risen from Tc = 35 K in La1.85Ba0.15CuO4 [1] to Tc = 133 K in HgBa2Ca2Cu3O8+δ [2]. In the

research for higher Tc values, high pressure experiments played, and are still playing, an essential

role. The fact that pressure could increase Tc in the La–Ba–Cu–O system from 32 K to Tc = 40 K

(at P = 1.3 GPa) [53] triggered the synthesis of new compounds with transition temperatures

well above the boiling point of liquid nitrogen. The working horse of solid–state physicists is

YBa2Cu3O7−δ [86], a member of the MBa2Cu3O7−δ family (M = La→ Yb, without Ce, Pm,

and Tb [87]). The key features of these orthorhombic compounds are the CuO2–layers where

superconductivity occurs and the CuO–chains along the crystallographic b–axis. The chains act

as charge reservoir for the positive charged carriers of the superconducting current. Depending

on the oxygen deficiency δ (0 ≤ δ < 0.65), and hence, on the charge carrier density nh —

defined as number of holes per CuO2–layer and Cu–atom — the Tc value can be adjusted in

a wide temperature range. As was shown by neutron powder diffraction [88] the structural

parameters and the Cu–O bond lengths vary smoothly with δ but do not correlate with the

Tc(δ)–dependence. Several experiments have established that pressure can enhance or decrease

Tc (−0.5 ≤ ∂Tc/∂P ≤ 2 K/GPa) depending on the initial Tc value, i. e. the oxygen deficiency

[89, 90, 91]. This can be qualitatively understood under the assumption that pressure induces

a charge transfer between the CuO–chains and CuO2–layers.

Soon after the discovery of the MBa2Cu3O7−δ compounds thallium– and later mercury–based

systems were synthesized [92, 93]. These compounds are built up of alternating block–layers

(either TlO– or HgO–layers) and CuO2–layers as is schematically shown in Fig. 5.1. The former

play the role of the charge reservoir as these compounds contain no CuO–chains. The general

chemical formulae are TlmBa2Can−1CunO2n+2+y and HgBa2Can−1CunO2n+2+δ, with m = 1, 2

and n = 1 − 4 the number of block–layers and CuO2–layers, respectively. In between these

block–layers up to four CuO2–layers are sandwiched. They have different surroundings in the

n = 3 and 4 layered systems and can thus be distinguished between inner and outer layers. The

bilayered (m = 2) Tl–compound with three CuO2–layers held the previous record Tc = 128 K

[94] which has been increased up to Tc = 133 K by applying 4 GPa [95]. Such a Tc value was

then reported at ambient pressure for the Hg–based (n = 3) compound HgBa2Ca2Cu3O8+δ [2].

Its Tc value has been shifted up well beyond 150 K with pressure (∂Tc/∂P ≈ 1 K/GPa), the

highest transition temperature observed so far [17, 96, 97, 98, 99].

From the work on Bi– and Tl–based cuprates it was obvious that the number of CuO2–
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Figure 5.1: Schematic representation of the crystal structure of layered high–Tc superconductors. The

unit–cell consists of CuO2–layers and block–layers which act as charge reservoir. The different surrounding

of the CuO2–layers in the n = 3 and 4 layered compounds leads to a distinction between inner (white)

and outer (shaded) layers.

layers per unit–cell has a distinct effect on Tc. Within the same series, i. e. for a given cation–

compound (either Tl, Bi or Hg) and a fixed m, Tc increases monotonically with n up to n = 3.

The Tc(n) dependence reported for the Hg–based copper oxides (1 ≤ n ≤ 7) confirmed the

previously found maximum for Tc at n = 3 [100]. However, it might be possible that for still

higher n–values, Tc declines asymptotically to a lower but still high value, comparable to the

transition temperature of the infinite–layer cuprates [101].

As a demonstration that different high pressure techniques, using diverse pressure transmit-

ting media/conditions do yield reliable results, the pressure–induced changes of Tc in YBa2Cu4O8

are mentioned. The structure of this compound is related to that of YBa2Cu3O7−δ but contains

two CuO–chains. A deviation of the nominal oxygen concentration or oxygen–ordering phenom-

ena do not occur. Many groups have enhanced Tc with pressure by more than 30 K and found

a maximum of Tc = 107 K at around 8 GPa (for a summary see [102]). This shows that, as long

as the examined sample is of the same quality, consistent results will be obtained.

This short overview illustrates the important contributions of high pressure experiments to

increase Tc at ambient pressure: Each pressure driven increase of Tc could be interpreted as a

sign that the system under examination is capable reaching higher Tc values at ambient pressure

if only the system is suitably modified.

5.2 Pressure–induced charge transfer

It is now generally believed that the variation of Tc with the hole concentration follows an

almost parabolic function of the hole concentration nh [103]. As can be seen in Fig. 5.2, below

a certain minimum hole concentration nh < 0.05 the compounds are not superconducting and



5.2 Pressure–induced charge transfer 35

a metallic ground state is found. Varying the oxygen content or applying pressure, holes can

be transferred from a charge reservoir onto the CuO2–layers and Tc increases. It reaches the

maximum Tc,max at an optimal hole concentration nh,max = 0.16. Further hole transfer will

decrease Tc and superconductivity vanishes beyond ≈ 0.27. Then the compounds behave as

normal metals. All the compounds with nh < nh,max are said to be underdoped while compounds

with nh > nh,max are said to be overdoped. Figure 5.2 is taken from Ref. [104] where p instead

of nh was used to denote the hole concentration. These data demonstrate that the onset of

superconductivity occurs at the same hole concentration for the various compounds listed in the

caption of Fig. 5.2. The solid line is a fit of

Tc = Tc,max

{

1 − β[nh − nh,max]
2
}

(5.1)

to the data, with β = 82.6 and nh,max = 0.16 [105]. The idea that a certain charge transfer can

be achieved by partial substitution or varying the oxygen deficiency had led to the picture of a

pressure–induced charge transfer to explain the pressure effects on Tc.

Almasan and coworkers [106] measured the Tc(P ) dependence (P < 2 GPa) for many single

crystals of YBa2Cu3O7−δ (0 < δ < 0.65) and used eq. (5.1), but pressure was included as

independent variable to explain their ∂Tc/∂P data:

Tc(nh, P ) = Tc,max(P )
{

1 − β[nh(P ) − nh,max(P )]2
}

. (5.2)

The analysis of the Tc(nh, P ) data within this phenomenological model led to the conclusion

that the increase of Tc with pressure is produced not only by a pressure–induced charge transfer

between CuO–chains and CuO2–layers and other mechanisms, that yield a linear Tc,max(P )

dependence, have to be considered.

Bucher et al. [107] also stated that in YBa2Cu3O7−δ obviously another effect than the

pressure–induced charge transfer plays an important role for the Tc increase. They applied

pressure (P < 1.5 GPa) on polycrystalline samples of YBa2Cu3O7−δ (0 < δ < 0.5) and observed

a variety of pressure effects systematically changing with δ in the interval 0.03 < δ < 0.19.

Within the charge transfer model an increase of the charge carrier density in this doping range

(Tc ≈ 90 K) is not expected to enhance Tc further. The authors correlated the variation of

the c–axis parameter with δ and the ∂Tc/∂P dependence and argued that the strong pressure

dependence of Tc (for δ = 0.19) fades away as the c–axis approaches a critical value at δ = 0.09.

This observation is qualitatively supported by the pressure–enhanced Tc found in single crystals

of YBa2Cu3O7−δ [108].



36 5 High–Tc superconductors under high pressure

Figure 5.2: Plot of Tc/Tc,max against the hole concentration p for Y1−xCaxBa2Cu3O6 (2),

La2−xSrxCuO4 (+), and La2−xSrxCaCu2O6 (4). Also included is Tc/Tc,max against the bond va-

lence sum parameter, V−, for YBa2Cu3O7−δ (◦), Y1−xCaxBa2Cu3O7−δ (3), YBa2Cu3O6.93 (•), and

YBa2(Cu0.93Zn0.07)3O6.925 (filled triangles). The plot is taken from Ref. [104]. The solid line is a fit to

the data according to eq. (5.1).

The possibility that oxygen ordering effects could influence the Tc(P ) behaviour was men-

tioned by Kosuge and coworkers [109]. They reported high pressure transport measurements on

Pb–based superconductors Pb 1+x

2

Cu 1−x

2

Sr2Y1−xCaxCu2O7+δ which are structurally similar to

YBa2Cu3O7−δ. In contrast to the latter compound the Pb–based system exhibits an unusually

large charge transfer. The authors proposed a mechanism of pressure–induced delocalization of

holes where pressure might enhance oxygen diffusion and thus leads to oxygen rearrangement

and a decrease of disorder. Similar assumptions were expressed by other groups which have

conducted time consuming experiments to study the oxygen ordering effect. Fietz and collabo-

rators [110] reported a giant pressure effect on Tc in underdoped YBa2Cu3O7−δ (δ ≈ 0.6) caused

by pressure–induced oxygen ordering via oxygen motion between unit–cells. Evidence, that

pressure can enhance the degree of oxygen defect ordering, was also obtained in an experiment

on Tl2Ba2CuO6+δ [111]. It was shown that in this compound ∂Tc/∂P changes both its sign

and magnitude depending on whether the pressure is changed at high (300 K) or low (55 K)

temperature [112]. This can be understood if in response to pressure changes, oxygen defects

easily rearrange at higher temperature but are frozen in place at low temperature. Such oxygen

ordering effects occur in the CuO–chains (for δ > 0) and are manifested in a dramatic increase
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in Tc with time in samples that have been quenched from high temperatures and annealed at

room temperature [113].

Also in TlSr2CaCu2O7−δ Schilling and coworkers [114] showed that Tc is not a unique func-

tion of pressure but rather depends in a complex fashion on the pressure–thermal–time history

of the sample. The large annealing effects on TlSr2CaCu2O7−δ (Tc = 79 K) gave strong ev-

idence that the optimal Tc value is higher than 79 K. Optimizing the oxygen content and

partially substituting Pb for Tl and Y for Ca, Liu and coworkers obtained Tc = 108 K in

Tl0.5Pb0.5Sr2Ca0.8Y0.2Cu2O7 [115].

5.3 Intrinsic pressure effects on Tc

The different effects for a pressure–induced Tc enhancement discussed so far show that systems

for a high pressure research should be chosen carefully to separate intrinsic and doping effects

on Tc. As already outlined at the end of the last section, Tc in the Tl1−yPbySr2Ca1−xYxCu2O7

solid–solution can be optimized if y = 0.5 and x = 0.2 are chosen [115]. Oxygen ordering

effects are negligible since the sample is fully oxygenated. The compounds consist of (Tl,Pb)O–

layers that act as charge reservoir and a double CuO2–layer. In this layers the charge carrier

concentration nh can be simply changed by varying x. Hence, samples which are at different

points at the Tc(nh) curve could be separately studied under high pressure.

We have chosen the compounds Tl0.5Pb0.5Sr2Ca1−xYxCu2O7 with x = 0, 0.1, 0.2, and 0.35

to investigate Tc(P ) up to 20 GPa [116]. The electrical resistance R(T ) was measured with

the four–point method in a DAC and the pressure was obtained with the Ruby-fluorescence

method at temperatures close to Tc. All pressure changes were done at room temperature to

avoid as much as possible uniaxial stress. The transition temperatures were deduced from the

R(T )–curves and/or their temperature derivatives. The results of the investigations on the four

samples are summarized in Fig. 5.3. A single function Tc(x, P ) can be used to describe the full

pressure and doping range:

Tc(x, P ) = Tc,max(P )
{

1 − β?(P )[x − xmax(P )]2
}

. (5.3)

In this equation Tc,max(P ) is the intrinsic pressure dependence of Tc, while β?(P ) is the pressure

sensitive width of the Tc(x) parabola, and xmax(P ) is the doping, corresponding to the highest

Tc, at a pressure P . This equation is similar to eq. (5.2) but the pressure dependence of the

width β? is explicitly taken into account. The whole Tc(x, P ) landscape can be investigated and

eq. (5.3) does fit the experimental Tc(P ) behaviour for each x [116]. A maximum Tc = 112 K
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Figure 5.3: Contour plot of Tc(x, P ) for the solid–solution Tl0.5Pb0.5Sr2Ca1−xYxCu2O7 [116]. The

maximum Tc which could be reached in this particular system is 112 K. This value can only be achieved

under pressure and for an optimal yttrium content x = 0.21.

can be reached only under pressure at an optimal yttrium doping of x = 0.21. In this particular

compound the pressure-induced Tc enhancement is intrinsic, i. e. achieved only by Tc,max(P ).

The pressure dependence of Tc,max(P ), β?(P ), and xmax(P ) is depicted in Fig. 5.4. The

Tc,max(P ) curve attains a maximum around 8 GPa. The initial slope of Tc,max(P ) is about

1 K/GPa. This value agrees rather well with that found by Neumeier and Zimmermann [91]

who measured the Tc(P ) dependence of YBa2Cu3O6.97 as a function of carrier concentration that

has been changed by substituting Ca for Y or La for Ba. Both Y– and Tl–based compounds are

structurally related which might explain why the same intrinsic pressure enhancement of Tc is

found. Also Kierspel et al. [117] found a value of ∂Tc,max/∂P = 0.9 K/GPa in Bi2Sr2CaCu2O8+δ

for in–plane pressure. This points to the crucial role of the CuO2–layers since they are the only

common structural element in these systems. It is noted that Almasan et al. [106] estimated the

∂Tc,max/∂P value at the peak in the Tc(nh) relation and this had led to an underestimation in

their Tc,max(P ) dependence.

The parameter β? for the Tl0.5Pb0.5Sr2Ca1−xYxCu2O7 system is a monotonically increasing

function in pressure. This implies a slight narrowing of the parabola, leading to the interpre-

tation, that Tc is more sensitively dependent on doping as pressure increases. Thus, supercon-

ductivity occurs in a narrower doping range. An even more pronounced effect was found in

HgBa2CuO4+δ [118].
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Figure 5.4: The pressure dependence of Tc,max, β?, and xmax for the Tl0.5Pb0.5Sr2Ca1−xYxCu2O7

system. The intrinsic pressure dependence of Tc is due to Tc,max(P ). For the definition of β? and xmax

see text.

In principle the parameter xmax comprises two contributions. Firstly, the effect of doping by

Y and Pb and oxygen deficiency. There is practically no oxygen deficiency and its doping can be

ignored. Secondly, the ambient pressure maximum in the Tc(nh) curve is not at nh = nh,max =

0.16. These two parts could not be separated in this experiment. But it is clear from Fig. 5.4 that,

in Tl0.5Pb0.5Sr2Ca1−xYxCu2O7 a pressure–induced charge transfer does not play an important

role and the Tc enhancement is largely determined by other effects. A tentative explanation

should consider in detail the different nature of the charge reservoir layer, i. e. (Tl,Pb)O–layer

versus CuO–chains.

The correlation between Tc(nh) and Tc(P ) is very striking in underdoped compounds where

large ∂Tc/∂P values are correlated with large ∂Tc/∂nh values. Gugenberger et al. [119] argued

that in La2−xSrxCuO4 (x = 0.1, 0.15, and 0.2) other mechanisms than a pressure–induced

charge transfer should be considered to explain the Tc(P ) dependence since, in this structure,

no charge reservoir exists. These authors performed uniaxial pressure experiments to determine

the pressure dependence of Tc along the crystal directions. The uniaxial stress dependencies of
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Tc turned out to be largely anisotropic and almost no effect was found for hydrostatic conditions.

Such experiments provide further evidence for other, intrinsic effects on Tc(P ). The results of

uniaxial pressure experiments will be discussed in the following section.

5.4 Uniaxial pressure dependence of Tc

In the preceding section, the influence of (quasi)hydrostatic pressure on the superconducting

transition temperature was discussed and separated in intrinsic and doping related pressure

effects on Tc. Now the dependence of Tc on uniaxial pressure, determined by thermal–expansion

measurements is discussed. These results will show that the in–plane compression is important

for Tc(P ).

Using an ultrahigh–resolution capacitance dilatometer, Meingast and coworkers [120] ob-

served in untwinned YBa2Cu3O7−δ at Tc = 90.9 K (δ ≈ 0) highly anisotropic jumps of the ex-

pansivities in the a–b plane (i. e. parallel to the CuO2–layers). The magnitude of the expansivity

jumps give via the Ehrenfest relation (see eq. (3.12)) the first–order uniaxial pressure dependence

of Tc, ∂Tc/∂Pi (i = a, b, c). The values ∂Tc/∂Pa = −1.9 K/GPa and ∂Tc/∂Pb = 2.2 K/GPa

indicate that uniaxial pressure along the respective axis has an opposite effect. Along the c–axis

no change of Tc was observed (∂Tc/∂Pc ≈ 0 K/GPa) like in Bi2Sr2CaCu2O8+δ [117]. These

values have been confirmed by direct measurements of ∂Tc/∂Pi as a function of uniaxial stress

for an untwinned YBa2Cu3O7−δ crystal (Tc = 91.5 K) by Welp et al. [121]. In hydrostatic

conditions the pressure effects perpendicular to the c–axis almost cancel each other and result in

a small ∂Tc/∂P = 0.3 K/GPa value, observed by many groups (see e. g. the review by Schilling

and Klotz [102]).

A rather different behaviour is found in La2−xSrxCuO4 [119], where ∂Tc/∂Pc is always nega-

tive and between −7 and −14 K/GPa, depending on x. Along the a– and b–axis large positive but

different values were obtained for the pressure derivative of Tc. This difference is probably due to

the lack of a charge reservoir from which charge can be transferred to the CuO2–layers as pres-

sure is applied. Therefore, other intrinsic effects are responsible for the Tc(P ) dependence and

might be related with the CuO2–layers. This argumentation is supported by experiments per-

formed by Locquet et al. [122] who used epitaxial strain in a thin film (15 nm) of La1.9Sr0.1CuO4

(bulk Tc = 25 K), and shifted Tc up to 49 K. An identical film grown under tensile stress had

only Tc = 10 K. The authors ruled out that changes in the charge carrier concentration caused

the high value of Tc which is significantly higher than the maximum in the solid–solution of

La2−xSrxCuO4 (x = 0.16, Tc = 37 K) and raised the question whether Tc of other compounds
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can be increased under compressive strain.

To elucidate the influence of the oxygen content on ∂Tc/∂Pi Kraut and coworkers [123]

performed thermal–expansion measurements on untwinned YBa2Cu3O7−δ crystals (0.06 ≤ δ ≤
0.46). They found a positive value for ∂Tc/∂Pb (3 K/GPa) which is almost oxygen–content

independent, except for δ = 0.27 where the large value ∂Tc/∂Pb = 5 K/GPa was observed. Along

the a–axis a negative value ∂Tc/∂Pa = −2 K/GPa was found except for δ = 0.27 (∂Tc/∂Pa =

+2 K/GPa). ∂Tc/∂Pc is slightly negative (δ < 0.1) but increases strongly up to 4 K/GPa

at δ = 0.37. The ∂Tc/∂P versus δ dependence, obtained in summing up all uniaxial terms

agrees well with hydrostatic pressure experiments [107, 108] but with the important difference

that oxygen ordering effects can be ruled out since the data were obtained without applying

pressure.

The ∂Tc/∂P versus δ dependence supports quite nicely the model of a pressure–induced

charge transfer. At the maximum of the Tc(δ) dependence, i. e. at optimal doping, the pressure

enhanced increase of Tc along the c–axis is zero. Towards underdoped (overdoped) the positive

(negative) values of ∂Tc/∂Pc are expected within this model, according to eq. (5.1). However, in

this framework the large uniaxial–pressure effect along the a– and b–axis, even at optimal doping,

cannot be explained. Furthermore, the almost doping independent ∂Tc/∂Pa and ∂Tc/∂Pb values

(except for δ = 0.27) raise the question about the pressure effects besides the charge transfer,

responsible for the Tc enhancement. Kraut et al. [123] suggest that the orthorhombic distortion

plays a key role in the determination of Tc and the ∂Tc/∂Pi should be regarded as the ”intrinsic”

pressure dependence of Tc where the pressure dependence of the electronic structure and pairing

mechanism are incorporated.

An argument backing this idea is provided by the enhancement of Tc with the decrease of the

orthorhombic distortion in MBa2Cu3O7−δ either with pressure for a given M, or with increasing

radius of the rare–earth ion [124]. For the former case Pickett [125] concluded from ab initio

calculations on uniaxially strained YBa2Cu3O7 that increasing Tc by internal strain is related to

a decrease in orthorhombicity which then increases the charge carrier concentration in the CuO2–

layers. The latter case goes in line with the increase of the c–axis of the MBa2Cu3O7−δ structure

if the ionic radius of the rare–earth elements increases [87]. Thus, the highest Tc values should

be found in Pr and La compounds. Zou and coworkers [126] reported bulk–superconductivity in

oxygen annealed PrBa2Cu3Ox crystals with Tc = 85 K. This value is yet not higher than that

reported in NdBa2Cu3O7, but might be enhanced as soon as the preparation methods have been

optimized. That PrBa2Cu3Ox has the potential for higher Tc values was shown by Ye et al. [127]
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who achieved a pressure–induced Tc of 106 K at 8 GPa. Furthermore, Tallon and Flower [128]

presented evidence that stoichiometric LaBa2Cu3O7 should have a Tc,max ≈ 100 K. Motivated

by this prediction Lindemer et al. [129] found Tc = 96 K in La1+zBa2−zCu3Oy (0.1 ≤ z ≤ 0.2)

which is higher than that reported in stoichiometric LaBa2Cu3O7 (Tc = 80 K) [130].

Until now the large anisotropy and the positive values for ∂Tc/∂P found in YBa2Cu4O8 re-

main unexplained. Meingast and coworkers [131] reported the values ∂Tc/∂Pi = 3.7 − 5.0,

0.3 – 0.4, and 0 ± 0.7 K/GPa along the a–, b–, and c–axis, respectively. Hence, the large

∂Tc/∂P = 5.5 K/GPa value [132, 133] results mainly from the large uniaxial pressure depen-

dence of Tc along the a–axis, i. e. perpendicular to the CuO–chains. Since YBa2Cu4O8 is

slightly underdoped the negligible pressure effect along the c–axis does not disprove a pressure–

induced charge transfer. It is noted that the linear axis compressibilities of YBa2Cu3O7−δ and

YBa2Cu4O8 are quite different [134] and could cause the difference in the absolute values ∂Tc/∂Pi

in both systems, but this will not explain the different sign. The observed Tc enhancement is thus

caused by other effects than charge transfer. On the other hand, Wijngaarden and coworkers

[135, 136] deduced from the upper critical field Hc2(P ) and the Tc(P ) measurement a signifi-

cant pressure–induced charge transfer in YBa2Cu4O8 but stated an increase of Tc,max as well to

explain the initial pressure dependence of Tc [133].

Hints for a charge carrier redistribution between copper and oxygen ions in the conduct-

ing CuO2–layers were deduced from the non–linear Raman–shift of the Cu–phonon mode in

YBa2Cu4O8 under pressure [137]. Watanabe and coworkers [138] however, correlated the non–

linear pressure dependence of CuO2–layer oxygen mode frequency with the Tc(P ) dependence.

Earlier Raman experiments on poly– and single crystalline YBa2Cu4O8 under hydrostatic pres-

sure conditions [34] revealed a non–linear increase of the chain–oxygen mode frequency which led

to a rather large mode–Grüneisen parameter. The volume dependence of this phonon frequency

correlates nicely with the Tc(V ) data of Ref. [133]. These light scattering experiments show that

the oxygen mode frequencies are strongly affected by pressure but at the present it is not clear

if this is caused only by a pressure–induced charge transfer.

5.5 Inequivalent CuO2–layers in Tl– and Hg–based compounds

So far, pressure effects on high–Tc compounds with two CuO2–layers have been discussed.

These two layers have equal surroundings (see Fig. 5.1). This is not longer the case in the

HgBa2Can−1CunO2n+2+δ and Tl2Ba2Can−1CunO2n+4+δ compounds with n = 3 and 4 CuO2–

layers. Here a distinction between inner and outer CuO2–layers has to be made. As was shown
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Figure 5.5: (a) Possible charge distribution nh as function of the total charge δ transferred between

inner and outer CuO2–layers in n = 3 and 4 layered compounds. (b) Tc/Tc,max versus nh according to

eq. (5.1). (c) the intrinsic Tc/Tc,max(δ) dependence of the inequivalent CuO2–layers. The indicated paths

show that a given δ results in different intrinsic Tc/Tc,max values. Assuming, that δ increases linearly

with pressure, a pressure axis can be used instead of the δ–axis. The figure is taken from Ref. [17].

in Fig. 5.1, the inner layers are sandwiched between the outer CuO2–layers whereas those are

adjacent to one inner CuO2–layer and one block–layer (either HgO– or TlO–block–layer). As a

consequence of these different surroundings the transferred charge from the block–layers may dis-

tribute non–homogeneously onto the inner and outer CuO2–layers. This effect is accounted for

in a model developed by Haines and Tallon [139]. Their model is based on the assumption that

each CuO2–layer can be considered as a superconducting unit with an inherent Tc that depends

on the corresponding charge carrier density nh given by eq. (5.1). Minimizing the total energy

Utot = Uband +UMad of the charge carriers, with Uband the kinetic energy of the non–interacting

holes and UMad the Madelung energy, the charge distribution among the CuO2–layers is found.

In this pure ionic model Uband is given by

Uband =
πh̄2

2m?a2
n2

h , (5.4)

where a is the lattice parameter of the (almost quadratic) CuO2–layer and m? the effective mass.
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If the total doping induced by the block–layers is δ, a fraction 1
2(1 − x) is distributed to each

of the outer CuO2–layers. For n = 3, a fraction x stays on the single inner CuO2–layer while

for n = 4 a fraction 1
2x is transferred to each of both inner CuO2–layers. Substituting these

definitions into eq. (5.4) leads to

Uband =
πh̄2

2m?a2
δ2

(

ϕx2 − x +
1

2

)

, (5.5)

with ϕ = 3
2 for n = 3 and ϕ = 1 for n = 4.

The Madelung energy UMad takes all other charges not considered in eq. (5.4), the distribution

of charges between copper and oxygen sites in the CuO2–layers, and the crystal structure into

account [140]. The charge distribution among the CuO2–layers can now be found by minimizing

Utot with respect to x. This gives a rather complicated x(δ) dependence, but the pressure–

induced charge distribution is in principle possible [141, 142].

In Fig. 5.5 we propose a possible charge distribution and its consequence on Tc in a schematic

picture for a compound with three CuO2–layers [17]. The charge carrier density nh of inner and

outer CuO2–layer(s) is a linear function in δ but with different slopes (Fig. 5.5(a)). Assuming

a parabolic Tc/Tc,max(nh) behaviour as in eq. (5.1) and plotted in Fig. 5.5(b), the intrinsic

Tc/Tc,max of each CuO2–layer follows immediately (Fig. 5.5(c)). The δ–axis can be replaced

by a pressure scale because experimental evidence exists that δ increases linearly with pressure

[136]. Under pressure the total amount of transferred charge δ and hence Tc will increase. The

resultant Tc will be the maximum of the two Tc/Tc,max(δ) curves of Fig. 5.5(c). Such a behaviour

is quite different from that observed in the n = 2 layered compounds as was discussed in the

preceding sections. We used this model of a non–uniform charge distribution to give a qualitative

explanation of the Tc(P ) dependence of HgBa2Ca2Cu3O8+δ and HgBa2Ca3Cu4O10+δ measured

up to 30 GPa [17]. The n = 3 compound holds the record ambient pressure Tc value of 133 K [2]

which was shifted up enormously by several groups [17, 96, 97, 98, 143]. Despite the large spread

in the maximum Tc reached under pressure all experiments yield almost the same initial pressure

increase of Tc (∂Tc/∂P ≈ 2 K/GPa). In this particular case, a pressure–induced enhancement

of Tc cooperates with the charge transfer leading to the highest–Tc,max values reached for any

superconductor so far.

A nice example for this model are the Tc(P ) data obtained in the n = 3 and 4 layered

Tl2Ba2Ca2Cu3O10+δ and Tl2Ba2Ca3Cu4O10+δ [142] reported in Fig. 5.6. For both compounds

Tc as a function of pressure first follows one parabola and then a second parabola. At low

pressure Tc is determined by the inherent Tc of the outer CuO2–layers while at higher pressure

the Tc behaviour of the inner CuO2–layer(s) dominate(s). The different widths of the parabola
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Figure 5.6: Pressure dependence of Tc in the n = 3 and 4 layered Tl–based compounds

Tl2Ba2Ca2Cu3O10+δ and Tl2Ba2Ca3Cu4O10+δ (from Ref. [141]). Each Tc(P ) dependence is described

by two parabola according to a non–homogeneous charge distribution on inequivalent CuO2–layers (see

text). For the n = 3 (n = 4) compound Tc(P ) follows the second parabola above 12 (10) GPa.

reflect the different slopes of the nh(δ) (or nh(P )) dependence shown in Fig. 5.5(a).

5.6 Other models to explain pressure–induced changes in Tc

Until now no microscopic model for the high–Tc superconductivity has been proposed. Thus,

no microscopic arguments can be given for a pressure dependent intrinsic Tc, labelled Tc,max in

the preceding sections. In the following, other models proposed to explain Tc(P ) dependencies

will be mentioned briefly.

Acha and coworker [144] showed that the change of the proximity effect induced by the

decrease of the distance between CuO2–layers can account for the increase in Tc. This leads

to a pressure–induced Tc enhancement, even if the samples are overdoped. These authors re-

garded the superconductor as a multilayer of superconducting and non–superconducting layers,

i. e. CuO2– and block–layers as shown in Fig. 5.1 and calculated the Tc of such an arrangement

in the Cooper–Werthammer–de Gennes model for proximity coupling. In this model, the large

Tc increase in HgBa2Ca2Cu3O8+δ is then just the result of an inhomogeneous compression of the

two kinds of layers. However, the enlarged proximity coupling due to pressure cannot be the only



46 5 High–Tc superconductors under high pressure

reason for a pressure dependent Tc,max, as was pointed out recently by Wijngaarden et al. [145].

They argue that increasing the thickness ratio of superconducting and non–superconducting lay-

ers, resulting in higher Tc values in HgBa2Can−1CunO2n+2+δ for various n at ambient pressure,

does not agree with the pressure–enhanced Tc found in HgBa2Ca2Cu3O8+δ.

Jansen and Block [146, 147] have undertaken a quantitative elucidation of the Tc(P ) de-

pendence of Tl– and Hg–based superconductors. They propose an indirect–exchange mecha-

nism of Cooper–pair formation via closed–shell oxygen (O2−) in a s–wave BCS formalism. In

their formalism a pressure enhancement of Tc is obtained even at optimal doping where the

pressure–induced charge transfer cannot be responsible for an increase of Tc. Furthermore,

these authors conclude from their expressions that a pressure–induced charge transfer is neg-

ligible at low pressure, and thus the intrinsic pressure effect must be held responsible for the

large initial slope observed. The experimental Tc(P ) data of Tl2Ba2Can−1CunO2n+4+δ and

HgBa2Can−1CunO2n+2+δ for n = 1 − 3 as well as La2−xSrxCuO4 are quantitatively reproduced

and are due to two–dimensional characteristics of superconductivity in these systems.

Despite this excellent agreement between measured and calculated Tc(P ) dependence other

charge carriers than ’bare’ electrons may form Cooper–pairs. An increasing number of ex-

periments have shown that polaronic charge carriers are present in the normal state of high–Tc

superconductors. As was concluded by Zhao and coworkers [148] from their study of the isotope–

dependence of the diamagnetic signal in La2−xSrxCuO4, these bare charge carriers are accom-

panied by local lattice distortion (Jahn–Teller polaron) and condense by an unknown pairing

mechanism into supercarriers.

With these considerations a qualitative description for the Tc(P ) behaviour can be given.

Pressure approaches the block–layers and the CuO2–layers and the charge carrier density in the

latter increases. In the case of an underdoped sample, Tc will increase whereas for an over-

doped sample Tc will decrease. Simultaneously, intrinsic effects like the Cooper–pair formation

mediated by indirect exchange between unpaired electrons on neighboring paramagnetic cations

(Cu2+) via closed–shell oxygen (O2−) could enhance Tc, at least at low pressure. The observed

Tc is finally determined by the sum of these effects.



Chapter 6

Strongly correlated f–electron

systems

In the last two decades HF compounds were subject of intensive studies. These materials

containing 4f– or 5f–elements show low temperature properties which can be most often well

described within the FL theory, briefly presented in the first section of this chapter. The class

of these materials consists mainly of Ce– and U–based compounds, but also some Yb–based

materials exhibit these fascinating properties. The magnetic moments of the 4f– or 5f–ions can

interact with the spin of the conduction band electrons and play an essential role in the magnetic

and quadrupolar order observed at low temperature. On the other hand, this interaction can

also build a singlet state of the localized magnetic moments and the spin of the conduction

electrons. Section 6.2 is devoted to the competition between long–range magnetic order and a

non–magnetic ground state.

A breakdown of the long–range magnetic order can be achieved by tuning a control pa-

rameter, such as the concentration x of a non–magnetic substitute or hydrostatic pressure to a

critical value. At xc or Pc the magnetic ordering temperature scales to zero (section 6.3) and

some physical properties exhibit a weak power law or logarithmic divergence in temperature,

which are striking deviations from the predictions of FL theory. These observations found in

several non–stoichiometric compounds suggest the existence of a critical point at T = 0 K,

also called zero–temperature quantum phase transition. Section 6.4 describes briefly different

possible mechanisms which are thought to produce such a departure from the FL picture close

to the magnetic instability. Furthermore, examples for such a behaviour induced by pressure

on stoichiometric and single crystalline compounds investigated in our laboratory are presented.

Close to the critical point of these systems the anomalous behaviour persists down to very low

47
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temperature (several 10 mK) and raises the question about the decomposition of the residual

resistivity ρ0 in a static disorder part and a part which is related to electronic correlations. This

follows from the pressure variation of ρ0 described in section 6.5. The increasing interest in

these compounds is also associated with the unconventional superconductivity found in some

of them in the vicinity of the magnetic instability. Section 6.6 is devoted to the HF super-

conductors and emphasize is put on the lately discovered compounds showing pressure–induced

superconductivity.

6.1 Some characteristics of heavy–fermion compounds

In normal metals the motion of the electrons is well described within the Sommerfeld model

[149]. The electrons are considered as free, non–interacting particles, i. e. the electron–electron

interaction via Coulomb forces as well as the interaction with the lattice are neglected. Only

external fields determine the electron motion in this free electron gas. In extension to this model,

the Coulomb interaction between the electrons is included. Thus, the ensemble of the electrons

can be regarded as a liquid rather than a gas. This leads to a one–to–one correspondence between

the electron states and the new quasi–particle states of the (normal) FL. The free electron gas

ideas however, require only small modifications if properties of the FL are calculated. In other

words, certain parameters are renormalized. For example, the specific heat CV (T ) and the spin

susceptibility χ(T ) are [150]

CV = γT =
m?

m
γ(0)T (6.1)

χ =
m?/m

1 + F a
0

χ(0) . (6.2)

In these equations the bare and effective electron mass are denoted by m and m?, respectively,

and F a
0 characterizes the interaction of the quasi–particles. The quantities of zero order corre-

spond to those of the electron gas. The Sommerfeld coefficient γ is given by

γ =
π2

3
k2
BN(EF) =

1

3

(

kB

h̄

)2

kFm? (6.3)

with kF the Fermi wave number and N(EF) the quasi–particle density of state at EF. The

almost temperature independent Pauli–susceptibility χ =: χ(0) is

χ = µ0µ
2
BN(EF) (6.4)

with the permeability µ0 and the Bohr magneton µB. The concept of FL was introduced by

Landau to explain the low temperature properties of 3He but is successfully used to describe

HF systems, i. e. systems of strongly correlated electrons.
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A huge value of the Sommerfeld coefficient γ is found in CeCu6, the prototype of a non–

magnetic FL system. Below T = 500 mK, γ = 1.53 J/molK2 [151] is very large in comparison

to the value of a normal metal like Cu (γ = 0.7 mJ/molK2) and is interpreted as an enhanced

density of state at EF (middle part of eq. (6.3)). In the picture of the FL the effective mass

is enormously enhanced (right hand side of eq. (6.3)). A prove of a large effective mass was

obtained by de Haas–van Alphen oscillation measurements. For example, in CeRu2Si2, another

intensively investigated non–magnetic HF compound, m? = 120m0 was found [152].

HF systems show a Curie–Weiss susceptibility of localized moments at high temperature

and for some of them a signature in χ(T ) at low temperature indicates the entrance into a

magnetically ordered state. For other HF compounds, χ(T ) does not show any sign of long–range

magnetic order but at low temperature it is larger than for a simple metal. The enhancement

of χ(T ) points to a large value of N(EF) (see eq. (6.4)). Similar to simple metals, the magnetic

susceptibility is proportional to the specific heat and the ratio of these two quantities defines

the Wilson–Ratio

R =
χ

γ

π2kB

µ0µ2
eff

(6.5)

with µ2
eff = g2µ2

BJ(J + 1), where g is the Landé factor and J the angular quantum number. In

the case of free electrons the Wilson–Ratio is equal to one but for the HF systems, values in the

range 2 < R < 5 are found [153]. This deviation can be accounted for in the FL theory.

Another easily measurable property is the electrical resistivity ρ(T ) which shows for HF

systems a characteristic temperature dependence at very low temperature (usually for T < 1 K).

It is observed that ∆ρ(T ) =: ρ(T ) − ρ0 = AT 2, with ρ0 the residual resistivity and a parameter

A [154] that measures the scattering of quasi–particles among themselves in analogy to the

electron–electron scattering ρel−el ∝ (T/TF)2 in normal metals. But in the latter case, the

contribution ρel−el can be normally neglected since TF ≈ 104 K. In HF systems however, TF is

much reduced and the T 2 dependence is observed well below a coherence temperature Tcoh of

the order of up to several 10 K, making quasi–particle scattering a considerable contribution

in ρ(T ) at low temperature. Such a temperature dependence is found in many compounds and

is expressed by the Kadowaki–Woods relation A ∝ γ2 [155]. This relation is supported by the

observation
√

A ∝ 1/Tcoh.

The first HF superconductor, CeCu2Si2 with Tc = 650 mK, was found in 1979 by Steglich

and coworkers [3]. Upon cooling, heavy quasi–particles (m? = 300m0) are formed below 20 K

and from the jump in specific heat at Tc it is concluded that the Cooper–pairs consist of these

quasi–particles [156]. In contrast to normal BCS superconductors, where a small concentration



50 6 Strongly correlated f–electron systems

of magnetic impurities produces pair–breaking, magnetic correlations seem to be necessary for

superconductivity in a HF compound. Several years later Jaccard and coworkers [10] found

pressure–induced superconductivity in CeCu2Ge2, that orders antiferromagnetically at ambi-

ent pressure (TN = 4.1 K). Pressure decreases TN and close to the magnetic instability (at

P ≈ 9.4 GPa) superconductivity emerges. This observation revealed that short–range magnetic

correlations might play an important role on the brink of superconductivity.

A long–range magnetic order can also be induced in the above mentioned compounds CeCu6

and CeRu2Si2 if Cu is partially substituted by Au and Si is replaced by Ge. In the solid–solutions

CeCu6−xAux and CeRu2(Si1−xGex)2 AFM order occurs at the critical concentration xc = 0.1

[157] and 0.05–0.07 [158], respectively. This shows that an increase of the unit–cell volume

(smaller atoms are replaced by larger ones) favours magnetic order. As was already mentioned

in the context of the pressure experiments on CeCu2Ge2, a volume compression suppresses

magnetism. In this sense, x and P are control parameters to tune the system between the

magnetic and non–magnetic phases. A qualitative description for this gives the Doniach phase

diagram, presented in the following section.

6.2 Exchange interaction and Doniach phase diagram

In his original work Kondo [159] described the properties of a single spin–1/2 magnetic impurity

in a non–magnetic metallic host. He found an effective exchange interaction J between the

conduction band electrons and the localized electrons. It is caused by the hybridization of the

wavefunction of the localized electron and that of the conduction band electron and further due

to the intra–atomic Coulomb interaction at the impurity. As a consequence, N(EF) is enhanced

at low temperature, and the temperature scale is determined by the Kondo–temperature TK:

TK ∝ exp(−1/N(EF)J) . (6.6)

For T << TK, the magnetic moment of the impurity will be screened by the conduction electrons,

i. e. they are quasi–bound antiferromagnetically to the local moment, forming a magnetic singlet

ground state. Furthermore, a many–body Abrikosov–Suhl resonance of width kBTK � ∆ and

height 1/∆ (∆ the Anderson width of the bare f–electron level well below EF) occurs in the

density of state near EF [156]. Resonance scattering close to TK gives rise to the logarithmic

increase in ρ(T ), observed as the temperature is lowered. It is noted that the density of state

considered here (N(EF) ∝ 1/∆) is not the quasi–particle density of state that is used in FL

theory to express thermodynamic quantities (see section 6.1). In the latter case heavy–mass
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Figure 6.1: Temperature dependence of the electrical resistivity ρ(T ) of CeCu6 [160] and LaCu6 [161].

CeCu6 shows the features of a HF compound and LaCu6 behaves like a simple metal.

quasi–particles dominate the thermodynamic (low temperature) properties completely since the

screening involves low–lying particle–hole excitations, hence N(EF) ∝ 1/kBTK.

In this simple picture some observations are qualitatively explained, but it fails to explain the

strong decrease of ρ(T ) found at low temperature. Such a behaviour of a lattice of 4f– or 5f–ions

(Kondo lattice) is discussed in literature in terms of the entrance in a coherent scattering regime.

At low temperature, coherence among the valence and spin fluctuations on different sites must

occur in HF systems without any cooperative phase transition down to very low temperature.

The typical features of a HF compound in the electrical resistivity are depicted in Fig. 6.1

with the example of non–magnetic CeCu6. Below room temperature ρ(T ) is large and almost

temperature independent. In this temperature range, scattering on crystal field excitations

contribute largely to ρ(T ). The logarithmic increase of ρ(T ) occurs towards low temperature

and the maximum around ≈ 10 K is related to the Kondo effect (TK = 6.2 K). The onset

of coherence is the origin for the strong decrease of ρ(T ) towards lower temperature. Below

200 mK the above mentioned ∆ρ(T ) ∝ T 2–dependence indicates the FL nature of CeCu6. Its La–

substituted counterpart, LaCu6 however, exhibits a ρ(T ) similar to a simple metal, where ρ(T ) is

determined by phonons and static disorder defects. This demonstrates that the local moments

of the Ce–sublattice are responsible for the anomaly in ρ(T ) and other physical properties
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(e. g. CV (T ) and χ(T )) [162].

In a Kondo lattice, i. e. a lattice with 1023 magnetic impurities, the magnetic moments at

the f–sites can interact with each other via a spin polarization of the conduction electrons,

induced by the local moments themselves. This means that in such a periodic lattice of Kondo

impurities, the exchange interaction J is now responsible for coupling local moments through

the Ruderman–Kittel–Kasuya–Yoshida (RKKY) interaction (measured by TRKKY) to produce

AFM order at a Néel temperature [163]

TN ∝ TRKKY ∝ J2N(EF) . (6.7)

In eqs. (6.6) and (6.7) the same exchange interaction occurs and can lead either to non–magnetic

singlets or to long–range magnetic order in compounds containing 4f– or 5f–elements with local

moments. This raises the possibility of a competition of these two phenomena for the ground

state.

Considering the absolute value of J in eqs. (6.6) and (6.7) makes a crude classification of the

HF systems possible (see Fig. 6.2). For small values of J the RKKY interaction dominates and

the system orders magnetically. As J exceeds a critical value Jc, a Kondo compensation of the

local moments should dominate the RKKY interaction. The long–range magnetic order should

be suppressed. This argumentation is supported theoretically by the work of Doniach [164]

who considered the competition between RKKY and Kondo interaction in a one–dimensional

Kondo lattice. The Doniach phase diagram in Fig. 6.2 is experimentally verified by many

measurements. Starting with a Ce–based magnetic material and tuning J towards larger values,

for example by pressure, the non–magnetic phase can be reached. As soon as the non–magnetic

region is reached the FL behaviour is manifested below a temperature TFL, for example by

∆ρ(T ) ∝ AT 2. For Yb–based compounds, that are non–magnetic and thus located at higher J

values than Jc, pressure decreases J and the magnetic phase will be reached at high pressure

and the FL properties are lost.

Since several years, transport, thermal, and magnetic measurements on several HF com-

pounds have revealed anomalous low temperature properties, that present pronounced devia-

tions from the predictions of FL theory. These new phenomena are therefore summarized under

the label NFL behaviour [165]. A certain consensus seems to be established that these fea-

tures occur in a region around Jc, indicated by the vertical lines in Fig. 6.2. Consequently

the proximity of the magnetic instability seems to play a key role for the unusual low temper-

ature behaviour, predominately observed in chemically substituted, i. e. disordered rare earth

and actinide alloys. Evidence for a departure of FL behaviour close to the magnetic instability
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Figure 6.2: Kondo temperature TK and the RKKY interaction, measured by TRKKY, as a function of the

exchange interaction J . The magnetic ordering temperature Tord scales to zero as J approaches a critical

value Jc. In a region around Jc (indicated by the vertical lines) anomalous low temperature properties are

observed in some HF compounds. However, many other HF systems reveal a FL behaviour, for example

in electrical resistivity, in the non–magnetic phase below a temperature TFL.

in stoichiometric compounds, with as low as possible disorder, was found by resistivity mea-

surements under pressure by several groups (see Ref. [35] and references therein). This kind of

experiments will be the subject of section 6.4. In the following we would like to demonstrate that

volume compression of initially magnetic Ce–compounds or non–magnetic Yb–systems changes

the electronic properties in such a way that the respective other phase in the Doniach phase

diagram is reached at high pressure. Many other systems confirmed qualitatively the Doniach

diagram and for more details the reader is referred to the reviews by Brandt and Moschchalkov

[166], Grewe and Steglich [156], Bauer [167], and Thompson and Lawrence [168].

6.3 From magnetism to heavy–fermion behaviour and vice versa

The Doniach phase diagram discussed in the preceding section can also be used to describe

the solid–solutions CeRu2(Si1−xGex)2 and CeCu6−xAux, where alloying experiments tuned the

HF compounds (x = 0) into magnetically ordered compounds (x = 1). The interpretation of

the results of such experiments has always to account for disorder effects, introduced via the
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nonstoichiometry. Applying pressure on a stoichiometric and single crystalline compound, that

shows long–range magnetic order, offers the possibility to drive the system towards the magnetic

instability. At first sight these results can then be discussed on a basis, where disorder plays a

minor role.

As a first example, pressure experiments on CeRu2Ge2 will be discussed. This compound

is now subject of several investigations [158, 169, 170] and almost at the same time as we have

presented the (T, P ) diagram [171], Kobayashi et al. [172] published a similar phase diagram.

CeRu2Ge2 has a FM groundstate [173] and the Kondo effect is negligible [174]. A more specific

feature of CeRu2Ge2 is the strong competition between AFM and FM couplings (TN = 8.5 K

and TC = 7.4 K [35]) [175]. They persist in the solid–solution CeRu2(Si1−xGex)2 down to

the magnetic instability at xc = 0.05 − 0.07 [158]. Moreover, experiments and band structure

calculations confirmed that the Fermi surface of the pure Ge (x = 1) and Si (x = 0) compounds

enclose a volume which differs by one electron, i. e. the 4f electron of Ce [176]. A structural

phase transition can be ruled out up to 20 GPa, as was shown with conventional and synchrotron

x–ray experiments [177, 178].

The (T, P ) diagram of single crystalline CeRu2Ge2 obtained by ρ(T ) measurements under

pressure in our laboratory [35], resembles qualitatively the (T, x) diagram of CeRu2(Si1−xGex)2

[158, 179] as can be seen in Fig. 6.3. The analogy of pressure and x–variation (equivalent to a

chemical pressure) in this ternary Ce–system is additionally supported by the appearance of the

three critical magnetic fields Ba, Bc, and BM in CeRu2Ge2 at high pressure [35], reminiscent to

the characteristic fields in CeRu2(Si0.9Ge0.1)2 at ambient pressure [180]. Thus, a quantitative

comparison between CeRu2Ge2 and its Si substituted alloys can be made if the unit–cell volume

V is taken as a common variable. Both, pressure and a decrease in x correspond to a reduction

in the unit–cell volume. From x–ray diffraction studies of the alloys reported in Ref. [181] the

relation V (x) = 172.38 Å
3

+ 10.67x is deduced. The volume for a given pressure applied on

CeRu2Ge2 can be calculated with an EOS if the bulk modulus B0 is known. This is not the case

for CeRu2Ge2 and therefore its T (V (P )) data were matched to the T (V (x))–data of the alloys

by adjusting B0. In this procedure, the unit–cell volume of CeRu2Ge2 at the critical pressure

Pc = 8.7 GPa was assumed to be the same as that of CeRu2(Si1−xGex)2 for x = 0.05, which

seems to be very close to the critical concentration xc. Then the Murnaghan EOS (eq. (3.14)),

with B′

0 = 4, gives B0 = 135 GPa, which is a good estimate for the bulk modulus in comparison

with similar compounds [177, 178, 182, 183].

The transition temperatures for CeRu2(Si1−xGex)2 and CeRu2Ge2 are plotted versus the
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Figure 6.3: Magnetic ordering temperatures TN, TC, and TL plotted versus the relative unit–cell volume

V/V0 for CeRu2Ge2 (bold symbols) and the solid–solution CeRu2(Si1−xGex)2 (open symbols, taken from

Ref. [158, 179]). The volume is normalized to the value V0 = 183.03 Å3 of CeRu2Ge2 at ambient pressure.

reduced volume in the (T ,V ) diagram shown in Fig. 6.3. In the case of CeRu2(Si1−xGex)2 the

transition temperatures obtained by Haen and coworkers [158, 179] from specific heat measure-

ments are plotted and the upper abscissa has to be used to obtain the Ge–content. At low

pressure, i. e. large V/V0–values, the agreement is very good and for intermediate volume com-

pression the TL–values agree also well except for the two values x = 0.4 and x = 0.2. Close to the

magnetic instability the TN–values of the solid–solution are slightly higher than those obtained

in the pressure experiment. One point may be emphasized here. As can be seen from Fig. 6.3

the AFM transition temperature first increases and after passing a maximum it decreases rather

rapidly. The extrapolation TN ∝ (Pc − P )m → 0, made for P ≥ 6.0 GPa, led to a critical

pressure Pc = 8.70(5) GPa and an exponent m = 0.71(8). Values for m are predicted in the

framework of the spin fluctuation theory (see section 6.4.1) and should be equal 2/3 (AFM) or

3/4 (FM).

In this phase diagram four regions with different ground states can be distinguished:

(i) A double transition region (AFM plus FM) exists for 0.7 ≤ x ≤ 1.0 [158] or P < 3.5 GPa. The
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long–range magnetic order in the AFM phase is modulated with a wave vector ~k1 = (0.309, 0, 0)

[175], identical to that of the short–range magnetic correlations in CeRu2Si2 [184]. In the FM

phase the magnetic moment (µ = 1.9 µB) is aligned along the c–axis [175, 185].

(ii) Two AFM phases seem to exist for 0.1 ≤ x < 0.7 (3.5 GPa ≤ P < 7.8 GPa) characterized

by TL and TN, with TL < TN. Detailed neutron studies on CeRu2(Si0.9Ge0.1)2 [180] revealed a

complex (B, T ) phase diagram. At low temperature and up to a field Ba the neutron reflection

patterns associated with ~k1 are unchanged (phase I), even on crossing TL. However, at the latter

temperature some modifications in the intensity of the third harmonic of the moment modulation

occurred [186]. Above Ba, two distinct AFM phases were found, depending on temperature. In

the high temperature phase (phase III) not only ~k1 was seen but also ~k2 = (0.309, 0.309, 0)

(which is the other wavevector characterizing the AFM correlations in CeRu2Si2) plus a FM

component. The low temperature phase (phase II) is commensurate with ~k3 = (1
3 , 1

3 , 0). The

transition from phase III to phase II is described as a lock–in of ~k2 to a commensurate value

[186]. Thus, it is very likely that a transition in low field (B < Ba) at TL < TN occurs also in

CeRu2Ge2 at intermediate pressure like in CeRu2(Si1−xGex)2 alloys.

(iii) Only one transition was detected in the range 7.8 GPa < P < Pc (0.05 < x < 0.1) with the

electrical resistivity measurements. This might point to the possibility that TL is very close to

zero. To clarify this, detailed neutron scattering experiments below 2 K have to be performed

for 0.05 < x < 0.1.

(iv) No long–range magnetic order is observed above Pc = 8.7 GPa, but the electrical resistivity

reveals a deviation from a FL behaviour in the pressure range up to 9.5 GPa (discussed in

section 6.4). Above this pressure, the FL region is eventually entered and the characteristic

∆ρ(T ) ∝ AT 2–dependence below TFL ≈ 500 mK was seen analogously to CeRu2Si2 [35]. This

upper temperature limit for the ρ(T ) ∝ AT 2 fits starts to increase just above Pc up to 2 K at

10.8 GPa, the highest pressure reached [35]. Unfortunately no comparison to the temperature

dependence of the electrical resistivity of CeRu2(Si1−xGex)2 with x close to xc is possible because

they are not measured yet.

These considerations about the (T ,V ) phase diagram show that the unit–cell volume (and

therefore the change of interatomic distances) is a crucial parameter. The changes in the inter-

atomic distances enter in the exchange coupling J [187]

J ∝ V 2
cf/(EF − Ef ) (6.8)

via Vcf , the hybridization of conduction and 4f–electrons. Ef denotes the energy of the 4f–band.

The hybridization can be written as Vcf ∝ 1/dl+l′+1 [188], with l and l′ the angular momentum
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(l, l′ = 0, 1, 2, ... for s, p, d, ... orbitals, respectively) and the interatomic distance d between Ce

and a ligand. Our calculations showed that the main effect arises from the f–d hybridization.

Therefore, the Vdf hybridization is solely considered in the following. With the assumption that

EF − Ef hardly changes at low pressure the volume dependence of the exchange interaction J

normalized to its value Jc =: 1 (at Pc) was deduced (inset of Fig. 6.3). The J/Jc variation with

the reduced volume V/V0 should, in principle, allow to calculate the pressure variation of TK

using TK ∝ exp (−1/Jn(EF)) ∝ 1/
√

A. This gives a TK–value in CeRu2Ge2 at ambient pressure

of 4 K, which is slightly higher than that reported in Ref. [189] if at Pc the value TK = 24 K

of CeRu2Si2 [190] is used. It is mentioned that at high pressure the system approaches the

intermediate valence regime and therefore EF − Ef should decrease and the J/Jc ratio should

be further enhanced.

The difference between CeRu2Si2 and CeRu2Ge2 at ambient pressure becomes also evident in

the thermoelectric power S(T ). In the former compound a broad maximum is centered around

220 K whereas S(T ) of the latter is always negative for T < 290 K (see Fig. 6.4 P = 0 curve).

The most striking features in S(T ) of CeRu2Ge2 at ambient pressure are the minima present at

T
(1)
min,S = 80 K and T

(2)
min,S = 6 K, with S = −9.7 µV/K and −3.5 µV/K, respectively. Comparing

this temperature dependence to that reported for other magnetic Ce–compounds, e. g. CePd2Si2

[191] and CeCu2Ge2 [10] reveals a clear difference. The latter compound shows a positive bump

at high temperature like CeRu2Si2 followed by a negative minimum around 20 K. A second

positive peak in S(T ) develops at lower temperature and a sign change occurs around T0 = 50 K.

The high temperature maximum was attributed to the interplay of the Kondo effect and the

crystal field (CF) effect while the negative values of S(T ) were assigned to spin interactions. The

absence of a positive contribution at high temperature in S(T ) of CeRu2Ge2 can be attributed

to the fact that CF effects play a minor role because both ∆
(1)
CF = 500 K and ∆

(2)
CF = 750 K

[185, 192] are well above room temperature and TK is assumed to be very small [189]. The

appearance of a minimum in S(T ) at T
(1)
min,S seems to be too high in temperature to be explained

by spin interactions. This minimum also occurs in S(T ) of the non–magnetic LaRu2Ge2 and is

thus unambiguously not related to the magnetic sublattice [193]. The anomaly around T
(2)
min,S is

interpreted as a sign for the opening of a magnetic gap, in good agreement with the findings of

the specific heat and electrical resistivity, reported in [35].

As soon as pressure is applied to CeRu2Ge2, S(T ) at room temperature becomes positive

and a pronounced high–temperature maximum develops. It is related to the CF splitting [193].

At low temperature, signs of TN and TL are clearly visible. This is nicely demonstrated by the
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Figure 6.4: The absolute thermoelectric power of CeRu2Ge2 versus temperature at various pressures.

The magnetic ordering temperatures TN, TC, and TL as well as the opening of a FM gap are clearly visible

at low pressure. The signature of the Kondo effect (TK) and the CF splitting (Tmax) start to develop at

intermediate pressures.

S(T ) curves obtained at 0.9 and 5.7 GPa (Fig. 6.4). The maximum in S(T ) around 10 K in

the latter curve is interpreted as a signature of the Kondo effect. The Kondo temperature (TK)

has become of the order the CF splitting at 10.4 GPa and the intermediate valence regime is

entered. No pronounced features are found in the low temperature part of S(T ) anymore. The

magnetic ordering temperatures extracted from these thermopower measurements confirm the

(T, V ) diagram presented above and further details are discussed in Ref. [193].

The T (V ) phase diagram of the CeRu2(Si1−xGex)2 solid–solution in Fig. 6.3 shows very

nicely that resistivity measurements on a stoichiometric and single crystalline compound under

high pressure are able to deliver detailed information about changes in the magnetic order. High

pressure transport data can be used as a guide for e. g. neutron experiments. In such experiments

the critical pressure of CeRu2Ge2 (Pc = 8.7 GPa) seems beyond the technical limits. Hence,

by choosing an appropriate alloy of CeRu2(Si1−xGex)2, neutron experiments performed within

their pressure limit could shed more light on the magnetic order in CeRu2Ge2 close to magnetic

instability.

As a second example for a pressure–induced non–magnetic state the experiments on stoichio-
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metric and single crystalline CeCu5Au will be discussed. The partially substitution of Cu by Au

induces in the CeCu6−xAux solid–solution a long–range magnetic order [157]. The RKKY inter-

action dominates the Kondo effect (TK = 1.8 K) and an AFM order occurs below TN = 2.35 K at

ambient pressure [194]. This can be explained qualitatively with the decrease of the hybridiza-

tion between localized and conduction band electrons, and therefore, of the exchange interaction

J , due to the enlarged unit–cell volume. The high pressure resistivity study of CeCu5Au has

allowed us to determine the pressure dependence of TN and to establish the evolution of other

characteristic temperatures (see Fig. 6.5). At pressures below 3.2 GPa the intersection of two

tangents drawn to the ρ(T )–curve was used to extract TN. The values agree with the temper-

atures where the slope of the temperature derivative of ρ(T ) changes considerably. At higher

pressures no anomaly was visible in ρ(T ). Furthermore, at low pressure two maxima in the ρ(T )

curves are present. After a phononic contribution has been subtracted the positions of these

maxima were determined to be at T low
max and T high

max . Above ≈ 3 GPa only one maximum is visible

in ρ(T ) as in the case of CeCu6 (Fig 6.1). This demonstrates the analogy between CeCu5Au and

CeCu6 if a certain pressure shift is taken into account. The rapid (almost exponential) rise of

T low
max in CeCu5Au of almost two orders of magnitude corresponds to an enhancement of the

Kondo coupling which dominates the RKKY interaction at high pressure. This is supported by

the decrease of TN and agrees well with the Doniach picture described in section 6.2.

In Fig. 6.5 results obtained on two different pieces cut from the same single crystal are

shown. The open squares (2) show that in one experiment the magnetic order was still visible at

P = 3.84 GPa. At this particular pressure a pronounced drop in ρ(T ) occurred at a temperature

Tc = 100 mK (3). At a slightly higher pressure (P = 4.19 GPa) this drop was less pronounced

but still visible at the same temperature. Details of this pressure–induced new phase will be

given in section 6.6. In a second experiment no signs of magnetism above 3.2 GPa (bold squares)

have been found. Also no indications for a drop in ρ(T ) at low temperature have been seen.

The TN(P ) dependence (bold squares in Fig. 6.5) scales to zero like TN ∝ (Pc −P )m at a critical

pressure Pc = 4.1 ± 0.3 GPa with an exponent m = 0.68 ± 0.11. Within the spin fluctuation

theory the exponent should be n = 2/3 for AFM ordering which is consistent with the observed

value.

The Kondo temperature in CeCu5Au at low pressure is small in comparison to the crystal

field (CF) splitting ∆
(1)
CF ≈ 100 K and ∆

(2)
CF ≈ 160 K [195]. Therefore, as often observed in

this situation for other compounds, the magnetic resistivity has two maxima at T low
max and T high

max ,

reflecting the Kondo scattering on the ground state and excited CF levels, respectively. As soon
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Figure 6.5: Pressure dependence of some characteristic temperatures in ρ(T ) of CeCu5Au in a semilog-

arithmic plot. The Néel temperature (TN) scales to zero at Pc = 4.1(3) GPa. Two maxima in ρ(T ) at

T low
max (bold diamonds) and T high

max (circles), related to the Kondo effect, seem to merge above 4 GPa. In

one experiment (open symbols) a new phase (probably superconducting) below Tc = 100 mK was found.

as pressure is higher than ≈ 2 GPa, a low temperature resistivity maximum emerges at T low
max and

starts to increase with pressure. This might point to the possibility of an enhanced screening of

the magnetic moments by the conduction electrons and thus to an increasing role of the Kondo

effect. Consequently, the anomaly at T low
max has to be related to TK. Both anomalies in ρ(T )

seem to merge above 4 GPa, indicating the entrance in an intermediate valence regime when

the Kondo temperature becomes of the order of the CF splitting.

In the case of two excited CF levels Hanazawa et al. [196] have introduced a second Kondo

temperature at high temperature (T h
K). It is related with TK by T h

K = 3
√

TK∆1∆2. With the

assumption that ∆1 and ∆2 are hardly changed at low pressure (P < 4 GPa), the T h
K values

can be calculated if TK is known. This is the case for several compounds of CeCu6−xAux [197].

Their relative unit–cell volumes V (x)/V0, with V0 the unit–cell volume of CeCu5Au at ambient

pressure, have to be transformed into the corresponding pressure values. With the Murnaghan

EOS (see eq. (3.14)) a TK(P ) relation, applicable for CeCu5Au, can be deduced (with B0 =

110 GPa and B ′

0 = 4). This (linear) function then yields the T h
K(P ) dependence. The T h

K(P )

values are practically identical to T high
max (P ) in the pressure range 2 < P < 3 GPa. At lower
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pressure the agreement is not so good which might be related to the presence of magnetic order.

As a last example, the pressure–induced magnetic order in non–magnetic HF compounds will

be discussed briefly. HF behaviour is not only observed in Ce– and U–based intermetallics but

has also been found in Yb–compounds. In a review by Bauer [167], the anomalies of Yb–Cu–

based HF systems are discussed in detail. The physical properties of the Yb–compounds can be

compared to those of the Ce–based HF systems using the electron–hole analogy. In this picture

the missing 4f–electron in the 4f 13–configuration of the Yb3+–ion can be interpreted as a 4f–

hole, analogously to the 4f–electron in the Ce3+–ion. The ternary YbCu2Si2 is of particular

interest after the discovery of its pressure–induced magnetism (around 8 GPa) [198] and its close

relation to the superconducting HF compound CeCu2Si2. At ambient pressure the Sommerfeld

coefficient is γ = 135 mJ/molK2 and the valence of Yb is close to 2.8 at T = 4.2 K, both

indicating the moderate HF and intermediate valence character of YbCu2Si2 (TK = 200 K). The

electrical resistivity and the magnetic susceptibility do not show any evidence of magnetic order

down to 400 mK at ambient pressure. The electrical resistivity measurements on YbCu2Si2

under pressure revealed that the transition temperature TM = 1.3 K (at P = 8.5 GPa) increases

up to 3 K at 25 GPa, the highest pressure reached in this experiment [199]. Using the electron–

hole analogy the pressure effect on YbCu2Si2 can be explained qualitatively. Starting from

an intermediate valence state, pressure drives YbCu2Si2 into the HF region and at the critical

pressure a magnetically ordered phase with a weak Kondo effect is entered.

The effect of pressure on the electrical resistivity of two other Yb–based intermediate valence

compounds was also studied in our laboratory [200]. In YbCuAl and YbInAu2 the Kondo

temperature decreases with pressure. In the former compound a FL behaviour is found at low

pressures, but the maximum in ρ0(P ) around 7 GPa and the ρ(T ) anomaly at 1 K (at 8 GPa)

are interpreted as signs of magnetic order. In YbInAu2 a minimum in ρ(T ) develops at low

temperature and the pressure dependence of the low temperature resistivity was explained in

the context of the Kondo hole effect which leads to an increase of ρ0 upon approaching the

magnetic instability.

6.4 Non–Fermi–liquid behaviour

In the preceding section the appearance (disappearance) of HF behaviour in Ce– (Yb–)based

compounds was discussed. Close to the magnetic instability a deviation from the quadratic

temperature variation of ρ(T ) points to unconventional low–temperature properties. This NFL
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behaviour attracted much interest in recent years and several, conceptually different origins

have been proposed, briefly described at the beginning of this section. Then, in the second part,

evidence for NFL behaviour in a pressure range around the critical pressure will be described

with the example of CeCu5Au and CeRu2Ge2.

6.4.1 Different models to account for unusual low temperature properties

The multi–channel Kondo model introduced by Nozières and Blandin [201] treats the interaction

of a magnetic impurity with spin S and the conduction electrons. A local FL due to the Kondo

effect arises if the impurity spin is completely screened by the conduction electrons. This occurs

when the condition S = N/2 is fulfilled, where N is the number of conduction electron channels.

For N = 1 and S = 1/2 this requirement is satisfied. If the spin S however, interacts with several

channels (N > 2), the Kondo screening is enhanced and the spin S is over–screened. In the case

of strong coupling, a magnetic moment results which in turn then interacts with the conduction

electron channels. Thus, the extension of the Kondo screening diverges. Nozières and Blandin

calculated the situation for S = 1/2 and N = 2 and predicted a logarithmic divergence of C/T

and χ(T ). Such a local NFL has not been found yet unequivocally.

The two–channel quadrupolar Kondo effect has been considered by Cox [202]. In this scenario

the electrical quadrupolar moment of the f–ion interacts with the conduction electrons and

their spins provide the two channels. The C/T data of UxY1−xPd3 alloys [203, 204] showed the

logarithmic divergence, predicted in this model. However, many open questions remain. For

example, the NFL behaviour found in UxY1−xPd3 for x = 0.2 cannot be explained on the basis

of a diluted system of isolated quadrupolar impurities. The observed ∆ρ ∝ −T dependence

is in contradiction to the expected
√

T -behaviour. Furthermore, χ(T ) does not diverge upon

approaching zero temperature. Apart from the possible microscopic origin of the NFL behaviour

in this U–based system, it remains unclear, whether the NFL properties are intrinsic or related

to a small distribution of local U concentration, as was shown with a detailed metallurgical

analysis [205].

Almost all systems that show NFL properties are non–stoichiometric compounds and are

therefore partly disordered materials. A model known as ”Kondo–disorder” emphasizes a

disorder–driven mechanism as possible origin of NFL behaviour [206]. A system of dilute mag-

netic impurities in a disordered metallic host leads to a probability distribution of Kondo tem-

peratures which is sufficiently singular to induce a divergence in the magnetic susceptibility as

T → 0 [207]. This model was successfully applied to thermodynamic data (CV (T ) and χ(T ))
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of UCu5−xPdx [208]. A nominally ordered alloy that presents NFL behaviour is UCu4Pd [209].

Muon spin rotation experiments reported by MacLaughlin et al. indicate that the U–ion sus-

ceptibility is inhomogeneous at low temperature. This is due to the inherent and unavoidable

lattice disorder which also favours a disorder–driven mechanism to explain the NFL behaviour

in UCu4Pd.

Such a route to NFL behaviour that incorporates furthermore the competition between the

Kondo– and RKKY–interaction was suggested by Castro Neto and coauthors [13]. In this model

the presence of disorder leads to the coexistence of a paramagnetic metallic phase (dominated

by the Kondo–effect) with magnetic clusters (mainly RKKY–interaction) in the proximity of

the magnetic instability. As a consequence, various physical properties diverge with decreasing

temperature. This theory is in good agreement with CV and χ(T ) data for various alloys over

appreciable ranges of substitute concentration [210]. Important constraints on this scenario were

however, provided by the experiments on UCu4Pd mentioned above. First, the magnetic clusters

seem to be limited to a few f–ions and second, the fluctuation rate of the spins in the clusters

is rather large.

Very recently, Coleman [12] has put forward the idea of a quantum critical point (QCP).

If AFM and FL behaviour are considered as two competing attractive fixed points of a renor-

malization group trajectory, which are linked by a new fixed point, then a QCP exists. Upon

lowering temperature, the system evolves towards one of the two attractive fixed points. Using

pressure or other means to reach a critical TK/TRKKY value, the system is forced towards the

QCP. The properties of the system will be dominated over a wide temperature range by the

physics of this QCP, and NFL behaviour can be interpreted as a generic feature in the vicinity

of a QCP [211].

All these proposals have had a certain success in describing the anomalies at low temperature

in stoichiometric as well as non–stoichiometric (highly disordered) compounds. But none of them

can claim general applicability to a wide range of f–electron systems.

The occurrence of NFL behaviour in CeRu2Ge2 and CeCu5Au at high pressure (see below)

can be unambiguously attributed to the fact, that both systems are tuned to the magnetic

instability. In the framework of the spin fluctuation theory [212], predictions for the temperature

dependence of ρ(T ) as well as the variation of the ordering temperature with pressure can

be made. Moriya and Takimoto [212] showed that the spin fluctuation theory developed for

itinerant d–electrons can be modified and applied to nearly localized f–electron systems. The

key ingredient of this theory is the dynamical susceptibility χ(q, ω) arising from overdamped spin
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fluctuation modes. Their population can be calculated quantitatively, once χ(q, ω) is known. The

rate at which these modes become occupied with increasing temperature enters in the transport

properties and the exponent n in the power law of the resistivity can be calculated. If the

magnetic order occurs in three dimensions, n = 3/2 (n = 5/3) for AFM (FM) order is predicted.

Furthermore, the ordering temperature should depend on pressure as TN ∝ (Pc − P )2/3 or as

Tc ∝ (Pc − P )3/4 if the magnetic instability at Pc is approached [212, 213].

It is worthwhile mentioning that NFL behaviour is also observed in one–dimensional systems

and described theoretically in the Luttinger–liquid model. In these systems the electron–electron

interaction is much larger than in a FL and leads to a spin–charge separation [214]. Some organic

superconductors [215] and quantum wires [216] can be described as a Luttinger–liquid. Further-

more, the normal state properties of the high–Tc cuprates brought up the question whether the

ρ(T ) ∝ T dependence observed in these systems suggests a NFL (marginal FL) behaviour [217].

These systems are close to AFM order although this might be not the important argument for

the marginal FL behaviour.

In the following, strongly correlated electron systems, that are driven by pressure toward the

magnetic instability, will be discussed. It is of great interest to understand, whether the NFL

behaviour represents an asymptotic behaviour upon approaching zero temperature or a crossover

to a FL fixed point. For NFL behaviour in CeCu6−xAux induced by concentration tuning, the

reader is referred to a review article by v. Löhneysen [218]. The unusual low temperature

properties of CeCu2Si2 and CeNi2Ge2 are reviewed by Steglich and coworkers [219] and in the

articles by Gegenwart and collaborators [220, 221] the latest results on these two systems can be

found. Experimental evidence for NFL behaviour in the recently discovered HF superconductors

CePd2Si2 [222] are given in Ref. [223].

6.4.2 Temperature dependence of the electrical resistivity

Applying pressure on stoichiometric and single crystalline CeCu5Au offers the unique possibility

to study the low temperature properties close to the magnetic instability and to make a com-

parison to the CeCu6−xAux solid–solution (with x → xc). That pressure can induce the same

magnetic properties as alloying does was shown by the (T, V ) phase diagram of CeRu2Ge2.

The electrical resistivity of CeCu5Au below 300 mK was described with

ρ = ρ0 + ÃT n (6.9)

at all pressures [224]. The exponent n and the coefficient Ã are fitting parameters. The only

”constraint” to the fit was the fixation of the upper temperature limit TFL = 300 mK. It is



6.4 Non–Fermi–liquid behaviour 65

Figure 6.6: The exponent n used in the power law of eq. (6.9) to describe the ρ(T ) data of CeCu5Au below

T = 300 mK. Around P = 3.5 GPa a clear deviation from a FL (n = 2) behaviour is observed. The

dashed line is a guide to the eye.

a compromise between an as narrow as possible temperature interval (30 mK< T < 300 mK)

and the reliability of the deduced parameters, i. e. n and Ã. Figure 6.6 illustrates how the

deviation of a FL description (n = 2) evolves with pressure. Below 1.2 GPa n = 2 is consistent

with residual electron–magnon scattering in a magnetic system. Then at 1.8 GPa, n suddenly

attains a value of 1.75 and decreases as pressure increases. At 3.5 GPa n = 1.51 is reached,

close to the critical value n = 3/2, predicted by theory (see section 6.4.1). Increasing pressure

further, leads to a higher n value which finally reaches n = 2 well inside the non–magnetic

region (P = 5.37 GPa). The minimum in n vs P is not an artefact of the limited temperature

interval in the fitting procedure. The fits for various TFL values (up to 600 mK) showed always

a minimum in n(P ) around 3.5 GPa, where n is the smaller (n = 1.2) the higher the TFL limit

(600 mK) is chosen. In the non–magnetic region however, the FL value n = 2 was found in

temperature intervals which became enlarged with pressure, i. e. TFL increased with pressure.

This behaviour immediately raises the question whether these results could be compared

to the observations in CeCu6−xAux with different Au–concentrations. It is clear that the

unit–cell volume variation is a crucial parameter. Thus a correspondence of the x–values

in CeCu6−xAux to the pressure values in CeCu5Au should be deduced. Using the relation
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Figure 6.7: Left panel: ρ(T ) of CeCu5Au at selected pressures. Well inside the magnetic region a NFL

behaviour is already found at P = 1.8 GPa, which corresponds to the alloy with x = 0.5. A variation as

∆ρ(T ) ∝ T 1.51 is observed at 3.5 GPa, close to the magnetic instability. The comparison to the x = 0.1

alloy is qualitative, since the exponent is still larger than one. In the non–magnetic region (P = 5.37 GPa)

a FL behaviour is observed below 300 mK, as for CeCu6. Right panel: ρ(T ) for various alloys of

CeCu6−xAux taken from Ref. [226]. For x = 0 (bottom) the quadratic temperature dependence (FL–like)

is nicely demonstrated by the straight line in the ρ(T 2)–plot. The linear temperature dependence for the

x = 0.1 compound (middle) suggests a NFL behaviour below 600 mK. A FL description is suggested for

x = 0.5 below 300 mK.

V (x) = 420.225 Å3 + 13.988x, deduced from x–ray data given in Ref. [225] and e. g. the Mur-

naghan EOS (eq. (3.14)), a correspondence between x and P can be obtained. For CeCu5Au,

a bulk modulus B0 = 110 GPa (with B ′

0 = 4) was deduced in section 6.3. This gives the cor-

respondence x = 0.5 ⇔ P = 1.8 GPa, x = 0.1 ⇔ P = 3.4 GPa, and x = 0 ⇔ P = 3.85 GPa.

These values should be taken as a guide rather than as a strict prediction.

The correspondence between x and P is nicely demonstrated in Fig. 6.7 where the ρ(T )–

data of CeCu6−xAux for x=0, 0.1, and 0.5 [226] (right panel) and of CeCu5Au at different

pressures (left panel) are shown. In all cases the current flow was parallel to the b–axis of

the orthorhombic crystal structure. The right panel of this figure shows a FL behaviour for

the non–magnetic CeCu6 below ≈ 200 mK as is indicated by the straight line in the ρ(T 2)–

plot. At the critical Au–concentration xc = 0.1 the linear ρ(T ) variation up to 600 mK nicely

demonstrate the NFL behaviour. It should be noted that in CeCu5.9Au0.1 a linear ρ(T ) variation
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was also found for the other current directions [227]. CeCu5.5Au0.5 is well inside the ordered

magnetic phase (TN ≈ 1 K) and the straight line in the ρ(T 2)–plot suggests the validity of a

FL description up to 300 mK. But a closer look might allow the conclusion, that this is not

the case. This is supported by the ρ(T ) dependence measured in CeCu5Au at 1.8 GPa, which

corresponds to the Au–content x = 0.5, shown at the top of the left panel in Fig. 6.7. The

electrical resistivity follows a T 1.75 temperature law, suggesting that already at this pressure

the NFL region is entered. The ρ(T ) curve obtained at 3.5 GPa, which corresponds roughly to

the critical Au–concentration, shows a ∆ρ(T ) ∝ T 1.51 variation below 300 mK rather than a

linear temperature dependence. May be a linearity in ρ(T ) of CeCu5Au can be found only at a

pressure exactly corresponding xc. Well inside the non–magnetic region (P = 5.37 GPa) ρ(T )

of CeCu5Au is in agreement with the FL picture up to 300 mK.

The same description (eq. (6.9)) of the ρ(T ) data has been made for the temperature de-

pendence of the electrical resistivity of CeRu2Ge2 throughout the entire pressure range below

TFL = 1.5 K [35]. The result of this procedure is shown in Fig. 6.8. The exponent decreases

from n ≈ 4 at low pressure to n ≈ 3 at P = 2.7 GPa. The variation of n starting at 3.5 GPa is

attributed to a change of the magnetic ordering [35]. The exponent approaches n = 2 around

7 GPa. Then a rather large pressure interval around Pc exists (7.8 ≤ P ≤ 9.5 GPa) where

n attains values between 3/2 ≤ n ≤ 5/3. At pressures higher than 9.5 GPa the ρ(T )–curves

show a T 2–dependence and the FL region is entered. This can be seen for the curves mea-

sured at P = 9.9 and 10.8 GPa, plotted in the inset of Fig. 6.8. The other ρ(T )–curves clearly

demonstrate a deviation from a T 2–dependence around Pc = 8.7 GPa.

The deviation from FL behaviour in the temperature range 30 mK< TFL < 1.5 K around

Pc raises the question of whether a FL description is applicable below a certain temperature

which is, in this case, enormously suppressed. As can be seen in the inset of Fig. 6.8, such

a temperature limit might exist well below 300 mK but more accurate measurements are nec-

essary to clarify this point. However, these findings might stimulate further experiments on

CeRu2(Si1−xGex)2 compounds (with x close to xc) at ambient pressure, to investigate the NFL

properties also by other means, like susceptibility and specific heat, in more detail.

A non–T 2 dependence of ρ(T ) was already observed in the structurally identical CePd2Si2

[222] and CeNi2Ge2 compounds [219, 228]. The NFL behaviour found in these compounds seems

to depend strongly on the value of the residual resistivity ρ0. A relatively large ρ0 = 20 µΩcm

in CePd2Si2 yields ρ(T ) ∝ T 2 near Pc [229], whereas ρ(T ) ∝ T 1.2 in a sample with ρ0 = 5 µΩcm

was found [222]. In a high quality CeNi2Ge2 polycrystal (ρ0 = 0.3 µΩcm) ρ(T ) obeyed a T 1.37
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Figure 6.8: The exponent n used in the power law of eq. (6.9) to describe the ρ(T ) data of CeRu2Ge2 be-

low T = 1.5 K. The two different symbols denote the values obtained from two parts of one sample in

the high pressure cell. In the inset ρ(T ) ∝ T 2 below 1 K is plotted. The FL behaviour is unequivocally

found at pressures P ≥ 9.9 GPa.

power law at low temperature [230]. The residual resistivity in CeRu2Ge2 is also relatively small

(ρ0 ≈ 2 µΩcm) and a NFL behaviour around Pc is detected. In single crystalline CeCu5Au ρ0

is between 20 and ≈ 60 µΩcm and yet, a clear deviation from a FL description is found. This

suggests that disorder plays a key role for the appearance of the unusual low temperature

properties in these materials.

6.5 Anomalies in the residual resistivity

The analysis of the ρ(T ) data is often done under the assumption that various scattering mecha-

nisms give additive contributions to the residual resistivity ρ0. It is ascribed to disorder (all types

of defects, such as vacancies, impurities, etc.) and is considered as temperature independent.

Here we would like to emphasize, that the expression ”residual resistivity” in this context refers

to the resistivity measured at the lowest temperature (between 30 mK and 40 mK) accessible

in our experiments.

Figure 6.9 shows that in various HF compounds ρ0 varies considerably between the mag-

netic and non–magnetic regions. It appears that ρ0 depends strongly on electronic correlations
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(charge and spin fluctuations) present in these systems. The structures in ρ0(P ), with different

magnitudes, are not necessarily centered at Pc. The magnitude of the ρ0–peak in the super-

conducting CeCu2Si2 and CeCu2Ge2 at pressures close to the Tc(P ) maximum, is very sample

dependent [18]. The occurrence of this peak can be associated to charge fluctuations [231] or

even to a valence transition. For YbCu2Si2 only one part of the Yb ions orders magnetically

[232] at Pc ≈ 8 GPa and then the ρ0(P ) maximum may correspond to full ordering at higher

pressure. Even in the case of CeRu2Ge2 [35] or CeAl3 [233], large residual magnetoresistance

effects showed that the magnetic contribution to ρ0 is not negligible at all in comparison to the

static disorder contribution. This becomes evident for CeCu5Au where the pronounced peak

in ρ0 well inside the magnetic region seems to be correlated to the magnetic modulation wave

vector. Furthermore, observations in other systems indicate that a part of ρ0 is caused by vari-

ous scattering centers such as Kondo hole [234], uncompensated spin [235] or magnetic cluster

[236]. Their contribution should decrease with increasing temperature and could be involved

in the formation of a low temperature ρ(T ) minimum. Such a dependence was observed in

YbInAu2 [200] and attributed to the Kondo–hole scattering. Thus, there is little evidence that

the disorder can be reduced to a temperature independent term ρ0. It is more likely that only

one part of ρ0 due to static disorder can be subtracted from the total resistivity according to the

Matthiessen rule. As an example for the pronounced pressure effects on the residual resistivity,

the ρ0(P )–dependence observed for CeCu5Au will be discussed in detail [237].

In CeCu5Au a large value of ρ0 (≈ 30 µΩcm) compared to other ternary Ce–systems, is

already found at ambient pressure. Applying a moderate pressure (P < 2 GPa) enhances ρ0 by

almost a factor of two (Fig. 6.10). A pronounced maximum at P = 1.8 GPa is observed and

increasing pressure by only 2 GPa further, ρ0 has fallen below the ambient pressure value. Above

4 GPa an almost linear decrease of ρ0 with pressure is found. The ρ0 values of CeCu6−xAux (see

inset of Fig. 6.10) are almost consistent with the Nordheim relation ρ0 ∝ x(1 − x). The Au

impurities can be regarded as strong scatters. They probably change the Kondo effect of the

nearby Ce ion in a subtle way without changing strongly TK. This has led to the assumption,

that the increase of ρ0 with x is related to the Kondo effect [238].

The different slopes of the linear ρ(T ) variation in CeCu5.9Au0.1 along the a– and b–direction

(discussed in section 6.4.2) point to the influence of the magnetic order on the scattering of

electrons [227]. Thus, the strong pressure dependence of ρ0 in CeCu5Au seems also to be related

to the magnetic order at low temperature. It is very likely that pressure on CeCu5Au changes

the magnetic ordering vector ~k as alloying does in CeCu6−xAux. That pressure can provide
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Figure 6.9: Residual resistivity of different heavy Fermion compounds versus pressure. In case of Ce–

compounds ∆P = P − Pc whereas for YbCu2Si2 ∆P = Pc − P has to be used. The critical pressures

Pc(GPa) are 4.1,8, 8.7, 9.4, and -1 for CeCu5Au, YbCu2Si2, CeRu2Ge2, CeCu2Ge2, and CeCu2Si2,

respectively.

such a possibility is supported by the magnetic phase diagram of CeRu2(Si1−xGex)2 presented

in section 6.3. Neutron data revealed a magnetic ordering wave vector ~k = (0.59, 0, 0) and

~k = (0.62, 0, 0.27) for CeCu6−xAux with x ≥ 0.5, and 0.1 ≤ x ≤ 0.3, respectively [239]. We

assume that the magnetic ordering vector in CeCu5Au (for P ≤ 1.8 GPa) is the same as in the

alloys with x ≥ 0.5. In the pressure range 1.8 < P < 4 GPa it is very probable that the magnetic

order in CeCu5Au, can be compared with CeCu6−xAux for 0.1 ≤ x ≤ 0.3. This correspondence

between pressure and Au–content was introduced in section 6.4.2 to match qualitatively the

NFL behaviour in CeCu5Au to that in CeCu6−xAux alloys. The analogy allows now to sketch

an explanation for the observed ρ0(P ) dependence shown in Fig. 6.10.

At first, a non–magnetic Kondo system is considered. Below TK coherence sets in and ρ(T )

decreases towards T = 0. If now TK is increased (without introducing impurities, for example

by applying pressure), the temperature interval where coherent scattering develops is enlarged.

Thus, at very low temperature, ρ(T ) approaches the residual resistivity inherent to the system.

This shows in a qualitative way that ρ0 of a non–magnetic Kondo compound should decrease

with pressure as is found for CeCu5Au in the paramagnetic phase above 4 GPa (Fig. 6.10) where

a rather linear decrease of ρ0 is observed up to 8 GPa. Extrapolating this dependence down to
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Figure 6.10: Residual resistivity of CeCu5Au as a function of pressure. The initial increase of ρ0 is

attributed to the weakening of the AFM order. Above P = 1.8 GPa the scattering of electrons is related

to the magnetic ordering wave vector. As soon as the magnetic instability is reached ρ0 decreases linearly

with pressure. Different symbols denote different experiments. In the inset the ρ0 variation with the

Au–concentration x is shown. The solid line is a fit according to the Nordheim relation (ρ0 ∝ x(1 − x)).

P = 0 shows clearly a contribution in ρ0(P ) that very likely has its origin in the magnetic order.

In CeCu5Au TN = 2.35 K and TK = 1.8 K are of the same order of magnitude. The 50%

decrease of ρ(T ) between TN and 30 mK at ambient pressure [224] is thus partly due to the

occurrence of magnetic order and coherence. Pressure drives TN towards zero temperature, de-

creasing the temperature interval where a complete magnetic order can develop. It is noted, that

in CeCu5Au TN varies rather strongly with pressure in contrast to TK, which is enlarged only by

a factor of two in the pressure range up to 4 GPa, deduced from the x–P correspondence. Thus,

the smaller the TN, the higher the residual resistivity. This can be qualitatively understood if

the TN value is related to the exchange interaction J (see eq. (6.7)). A low ordering temperature

suggests also a weak coupling between the magnetic moments. This favours an appreciable con-

tribution of scattering by spin fluctuations to the residual resistivity. However, this explanation

does not account for the maximum in ρ0(P ) at 1.8 GPa, well inside the magnetically ordered

phase.

A probable explanation for this pronounced maximum is provided by a model presented by

v. Löhneysen and coworkers [238] to explain the ρ0(x)–variation in CeCu5Au. In their theoretical
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considerations they related the initial decrease of ρ(T ) below TN to the magnetic moment present

in the alloys of CeCu6−xAux. For x ≥ 0.5 the static magnetisation associated with the magnetic

order is thought to act like an additional periodic structure, which changes the electronic band

structure. These effects led in the calculations for the alloy with x = 0.5 (which can be compared

to CeCu5Au at P = 1.8 GPa) to a decrease of ρ(T ) below TN partly caused by the magnetic

order and the entrance of coherence. For the compounds with x = 0.2 and 0.3 the calculations

ascribed the resistivity decrease below TN mainly to the formation of coherence. Hence, above

x ≈ 0.5 (i. e. below 1.8 GPa) the effects of the increasing magnetic moment changes the electronic

band structure is such a way that the main contribution in the decrease of ρ(T ) below TN is

of magnetic origin. Below x ≈ 0.5 (i. e. above 1.8 GPa) the coherent scattering becomes more

and more dominant. This model furthermore suggests, that the coherence temperature Tcoh in

CeCu5Au is lower than TN for P ≤ 1.8 GPa and larger as TN at higher pressures.

In this scenario the interplay of magnetism and electrical resistivity in CeCu5Au under

pressure is described in a rather crude way. The detailed ρ(P ) dependence presented in Fig. 6.10

might stimulate theoretical work to achieve a better understanding of the contributions to the

residual resistivity.

6.6 Superconductivity on the verge of magnetic order

So far, five U–based and one ternary Ce–based HF superconductors at ambient pressure are

known and a second ternary Ce–compound, CeNi2Ge2, is still discussed controversially. Pressure–

induced superconductivity was detected only in Ce–based systems. More convincing data for a

superconducting state has to be furnished for CeCu2 and CeCu5Au since none of them showed

zero resistivity. The pronounced drops in ρ(T ) and their field dependence at a temperature

Tc can only be treated as hints for superconductivity.

Table 6.1 shows the transition and magnetic ordering temperature together with the magnetic

moment. All the transition temperatures are lower than 2 K and all the magnetic moments are

rather small, except for CeCu5Au. Many experimental evidence for an unconventional type of

superconductivity was deduced from the temperature dependence of the specific heat, ultrasound

attenuation, and NMR spin–lattice relaxation rate below Tc (see e. g. the review by Grewe and

Steglich [156]). Their non–exponential temperature dependence points to the existence of nodes

in the superconducting gap function. In contrast to the effect of non–magnetic impurities to

BCS–like superconductors, HF superconductors are strongly affected by small amounts of such

impurities (like Y, La or Th). They are as effective at pair breaking as magnetic impurities, like
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Table 6.1: Superconducting (Tc) and magnetic ordering temperature (TN), the critical pressure (Pc)

where superconductivity emerges, the magnetic moment (µ) as well as the space group type of stoichio-

metric HF superconductors. The references given are mainly review articles where further information

can be found.

compound Tc TN Pc µ space group reference

(K) (K) (GPa) (µB) type

CeCu2Si2 0.65 ≈ 1 -1 0.1-0.3 I4/mmm [3, 156]

URu2Si2 1.2 17 0 0.03 I4/mmm [156]

UPd2Al3 2.0 14.5 0 0.85 P6/mmm [156, 240]

UNi2Al3 1.0 4.3 0 0.24 P6/mmm [241]

UPt3 0.48, 0.52 5 0 0.02 P63/mmc [242, 243]

UBe13 0.9 - 0 - Fm3c [244, 245]

CeNi2Ge2 0.1-0.4 - ≈ 0 - I4/mmm [221, 246]

CeCu2Ge2 0.7 4.1 9.4 0.74 I4/mmm [10]

CeRh2Si2 0.35 39 0.9 1.28 I4/mmm [247, 248]

CePd2Si2 0.5 10 2.8 0.62 I4/mmm [156, 222, 248]

CeIn3 0.1 10.2 2.6 0.65 Pm3̄m [228]

CeCu2 0.2 3.5 6 0.33 Imma [249]

CeCu5Au 0.1 2.35 3.8 2.66 Pnma [194, 224]

Gd which is well described by the theory of Abrikosov and Gor’kov [250]. Thus, a non–s–wave

pairing is very likely in HF superconductors. This is supported by the existence of more than

one superconducting phase in UPt3 [251] and probably also in Th–doped UBe13 [245].

In CeCu2Si2 µSR measurements revealed a new picture of the interplay between supercon-

ductivity and magnetism, as was pointed out by Amato [252]. The two states do not coexist

on a microscopic level and both types of ground states arise from instabilities of the electrons

involved in the HF state. This is different to URu2Si2, UPd2Al3, and UNi2Al3, all exhibiting

a coexistence of superconductivity with magnetic order at a microscopic scale. Despite this

coexistence, the µSR data show that both ground states do not strongly interact, although in

each state f–electrons are involved [252]. This is the important difference to magnetic super-

conductors such as the Chevrel phases [253]. In these compounds the Cooper–pairs are formed

by the conduction electrons which only weakly interact with the local moment. Without going

into details, UPt3 and UBe13 are showing evidence that the superconducting pairing mecha-
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nism is mediated by spin fluctuations (see Ref. [252] and references therein). Such a magnetic

pairing mechanism is now claimed by Mathur and coworkers [11] to operate in CePd2Si2 and

CeIn3. Applying moderate pressure (≈ 2.5 GPa), the magnetically ordered state is weakened in

both compounds and just before the magnetic instability is reached, superconductivity emerges

(Tc < 500 mK).

In CeCu2Ge2 superconductivity can be induced by a pressure of about 9.4 GPa (Tc =

600 mK) [10]. Experimentally the coexistence of magnetism and superconductivity at a mi-

croscopic scale cannot be proven due to the pressure gradient in the pressure cell and sample

inhomogeneity [254]. Only signs of a coexistence are observed, like in CeCu2 [249] and it can be

stated that this situation agrees with a pairing mechanism mediated by AFM spin fluctuations.

No agreement about the low temperature properties of CeNi2Ge2 is yet found. Grosche and

coworkers [246] claimed the occurrence of superconductivity in high purity single crystals of

CeNi2Ge2 at ambient pressure. This phase was suppressed by a pressure as low as 0.4 GPa.

The same authors furthermore reported a pressure–induced superconducting phase in another

sample of CeNi2Ge2 (P > 1.2 GPa, Tc = 400 mK), similar to the observation published by

the same group earlier [228]. On the other hand, Gegenwart et al. [221] recently found in

polycrystalline CeNi2Ge2 only a 30% drop of ρ(T ) below 100 mK at ambient pressure and

assigned this observation to the onset of superconductivity. This inconsistency shows that the

sample quality seems to be an important parameter for the low temperature phase of CeNi2Ge2.

The same statement is applicable to CeRh2Si2, another pressure–induced HF superconductor

reported by Movshovich and coworkers [247]. In the pressure range 0.9 < P < 1.7 GPa the

onset of superconductivity occurs at 350 mK. But also in this system complete and incomplete

transitions have been observed, and Movshovich et al. pointed to the question whether precise

stoichiometry, low residual resistivity or perhaps some other properties are the important criteria

for superconductivity. Low residual resistivity (ρ0 in the low µΩcm range) was also said to play

a key role for the occurrence of superconductivity in CePd2Si2 [11]. This seems not to be the

case in CeCu5Au (ρ0 = 28 µΩcm), where we believe to have found traces of superconductivity

(Tc = 100 mK and P = 3.84 GPa) close to the magnetic instability.

The pressure dependence of ρ(T ) of single crystalline CeCu5Au was investigated in our group

[224] and details were already given in the preceding sections. Here, the peculiar low temperature

behaviour of the ρ(T ) curves recorded close to the magnetic instability are of particular interest

(see Fig. 6.11). At P = 3.84 GPa the entrance into a magnetically ordered phase at TN ≈ 1 K is

still visible (see inset Fig. 6.11) but at T = 100 mK, ρ(T ) drops suddenly more than 10%. This
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Figure 6.11: Electrical resistivity ρ(T ) of CeCu5Au at pressures close to the magnetic instability. The

strong drop in ρ(T ) at 100 mK is interpreted as the entrance to a (probably) superconducting phase.

Inset: The anomaly in ρ(T ) at ≈ 1 K is interpreted as a sign of magnetic order.

effect can be suppressed if the measuring current density (~j ‖ ~b) is increased or a small magnetic

field ( ~B ‖ ~c) is applied. Traces of this transition are also present at P = 4.19 GPa. The resistivity

starts to decrease but not as strong as at the preceding pressure. No signs of a magnetically

ordered phase were found at higher temperature. Hence, if magnetism and superconductivity

coexist, it occurs in a very narrow pressure range. Well above this pressure, no anomalies in the

low temperature part of ρ(T ) are found (see curve at P = 5.37 GPa in Fig. 6.11). Thus, these

effects can be interpreted as hints for the occurrence of superconductivity in CeCu5Au. But it

is clear that additional experiments are necessary to clarify this point.

If the new phase should be found unequivocally to be a superconducting phase, the statement

of low residual resistivity as an important ingredient for superconductivity will be obsolete. Just

before ρ(T ) of CeCu5Au starts to decrease, the resistivity is close to 40 µΩcm (at 100 mK and

P = 3.84 GPa). As in the other pressure–induced HF superconductors, the superconductivity

then would emerge in the vicinity of the magnetic instability. Therefore, it would be very likely,

that AFM spin fluctuations could provide the ”glue” for the Cooper–pairs.
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Conclusion

In this work we have attempted to shed more light on the structural evolution of the rare–

earth based cuprates, to summarize the results of pressure–induced Tc changes in the high–

Tc cuprates, and to supply more evidence for the unusual low temperature properties of heavy–

fermion systems close to the magnetic instability. Synchrotron radiation was used to obtain the

structural parameters of La2−xNdxCuO4 (x = 1, 2) and Pr2CuO4. The electrical resistance was

measured on Hg– and Tl–based high–Tc compounds. Electrical resistivity and thermoelectric

power measurements have been used to study the heavy–fermion systems.

The tetragonal T’–structure (Nd2CuO4–type) of La2−xNdxCuO4 (0.6 ≤ x ≤ 2.0) and

Pr2CuO4 transforms into the T–structure (K2NiF4–type) at pressures PT. This transition pres-

sure increases linearly with x and decreases linearly with the tolerance factor t, that is a measure

for the stability of the structure. The stability is related to compressive stress in parts of the

structure that weakens with decreasing average lanthanide ion size (i. e. x → 2). As a conse-

quence higher pressure is necessary to induce the structural transition. The occurrence of the

orthorhombic O–phase, upon pressure release, can be understood if the (t, P ) phase diagram is

taken into account. The axis and volume compressibilities have been well described by a simple

model that considers the linear compressibilities of different polyhedra building up the unit–cell.

The Tc(P ) dependence found for the high–Tc superconductors can be qualitatively explained

in the scenario of a pressure–induced charge transfer. In originally underdoped cuprates, pressure

induces a charge transfer, i. e. holes are transferred from a charge reservoir into the CuO2–layers.

The critical temperature increases as long as the charge carrier concentration nh is below an

optimum value. If the sample is overdoped, Tc decreases with pressure since nh has passed

the maximum of the parabolic Tc/Tc,max versus nh relation. The clear deviation of a parabolic

Tc(P ) dependence in three and four layered Hg– (and Tl–) based superconductors was ascribed

76



7 Conclusion 77

to the presence of inequivalent CuO2–layers. Due to the weak proximity coupling between these

layers, Tc is determined by the CuO2–layers with the highest pressure–induced Tc. At the same

time, intrinsic effects contribute to a Tc enhancement. This has been demonstrated by pressure

experiments on an optimally doped Tl–Pb–based superconductor. Pressure hardly induces any

charge transfer and the main contribution to the Tc increase is thus due to intrinsic effects.

The experiments in the field of heavy–fermion compounds have contributed results to clarify

several aspects of these strongly correlated electron systems. Magnetically ordered Ce–systems

and non–magnetic Yb–compounds are tuned by pressure to the magnetic instability. In the

former, long–range magnetic order is destroyed whereas in the latter magnetism starts to de-

velop as pressure approaches a critical value Pc. The magnetic ordering temperature follows

qualitatively the dependence given in the Doniach phase diagram, i. e. the exchange interaction

J between the localized 4f– and conduction band electrons changes with pressure. In the case

of CeRu2Ge2 and CeCu5Au the TN(P ) dependence scales to zero with a critical exponent pre-

dicted in the spin–fluctuation theory. Furthermore, a good agreement with the magnetic phase

diagrams known from the solid–solutions CeRu2(Si1−xGex)2 and CeCu6−xAux is observed if a

certain correspondence between pressure and substitution content x is assumed.

A deviation of the electrical resistivity from a quadratic temperature dependence supports

the idea of non–Fermi–liquid behaviour in CeRu2Ge2 and CeCu5Au close to Pc = 8.7 ±0.1 GPa

and 4.1 ± 0.3 GPa, respectively. The evolution of this behaviour with pressure might help to

understand whether this behaviour is determined by the generic features of a quantum critical

point or by the combination of a distribution of Kondo–temperatures, caused by disorder, and

the competition of Kondo effect and RKKY–interaction.

The strong pressure dependence of the residual resistivity ρ0 (measured at temperatures as

low as 30 mK) in the HF compounds raises the question whether low–lying excitations contribute

to a static part of ρ0, caused by all kinds of lattice imperfections. In CeCu5Au the ρ0(P )

dependence is clearly correlated with the magnetic ordering vector. This is supported by the

similarity of ρ0(P ) to the ρ0(x) variation observed in CeCu6−xAux.

An new phase in CeCu6−xAux has been found below 100 mK in the pressure range 3.8 <

P < 4.2 GPa. The sensitivity of ρ(T ) to the electrical current density and the magnetic field

does not exclude a superconducting phase even if the resistivity drop was not complete. This

feature and the anomalies in the residual resistivity mentioned above, suggest that charge and

spin fluctuations might be present in this particular strongly correlated electron system.
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[205] S. Süllow, unpublished, 1994.
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[265] A. Schröder, J. W. Lynn, R. W. Erwin, M. Loewenhaupt, and H. v. Löhneysen, Physica B
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